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As experienced researchers know, “systematic investigation or inquiry aimed 
at contributing knowledge by careful consideration, observation, or study of a 
subject” is incomplete if the results of that investigation are not subjected to 
rigorous review by experts in the field and then made public. The Auburn Univer-
sity Journal of Undergraduate Scholarship (AUJUS) provides an opportunity for 
undergraduate students to participate in that full cycle of presenting their work 
for review and, when successful, sharing their work with a public audience. 

Such a publication could not exist without the many faculty members who 
mentored the undergraduate researchers throughout the process, the 
reviewers who read and commented on submissions, the student authors who 
revised and thereby improved the presentation of their work for a general 
audience, the student associate editors who managed this process, and the 
graphic design team who produced the final layout and journal design. We 
believe the selected articles clearly demonstrate that undergraduate students 
can make original and important scholarly contributions to their disciplines. 
We also believe that all of the student authors who submitted their work for 
consideration gained valuable experience and a deeper understanding of the 
research process.

Though this second edition of AUJUS showcases only a small fraction of the 
research done by undergraduate students and their faculty mentors, we trust 
others in the Auburn community will join us in applauding the extraordinary 
potential of Auburn students and this demonstration of their intellectual 
accomplishments. 

We welcome students of all disciplines to contribute their original research and 
creative scholarship for consideration for our next issue, and we ask those who 
are interested in serving as student associate editors or submissions reviewers 
to contact us. We look forward to seeing what the third issue of AUJUS will 
teach us.

Letter from
  

 Lorraine W. Wolf  
Director of Undergraduate Research 

Professor of Geophysics

Margaret J. Marshall 
Director of University Writing 

Professor of English

Editors-in-Chief
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An Interview with Dr. Martha Escobar,  
Recipient of the 2012 Provost’s Award For  
Faculty Excellence in Fostering Undergraduate 
Research and Creative Scholarship
Gabrielle Bates

Dr. Martha Escobar received her Ph.D. in  
Cognitive and Behavioral Sciences from the State 
University of New York (SUNY) at Binghamton. 
She is now a Lanier Associate Professor of 
Comparative Psychology and the Director of the 
Animal Learning and the Human Learning and 
Memory laboratories in the College of Liberal Arts 
at Auburn University. She has been an under-
graduate research fellow mentor for ten years.

1. What drew you to the field of  
comparative psychology?
I think every child is curious, but I grew up with a 
mother who was a chemist and a father who was 
a mathematician, so there was very little option. 
I also loved animals, but I didn’t want to be a vet. 
One day, I saw a movie where they were teaching 
space chimps sign language. From that moment on, 
I knew I had to be a psychologist, so I could figure 
out whether or not animals think the way I think. 

You can find inspiration in the most random 
places. For example, I used to have a parrot, 
and he would repeat what I said. I would wonder, 
“Does he understand what he’s saying? Do words 
mean the same thing to him that they mean to 
me?” It’s those sort of questions that lead you to 
comparative psychology.

2. What kind of research do you do here 
at Auburn?
In our comparative psychology experiments here at 
Auburn, we use rats, mice, and some invertebrates 
to try to see the generality of certain processes. 
Specifically, we are interested in fear: how it is 
acquired, how it is maintained, and how we can get 
rid of fear learning. We can do that more easily with 
animals than with humans. We’re not traumatizing 
them, but we can control the situations better. Once 
we do it with the animals, we can try to generalize 
the results to other species.

3. How do you test fear?
First, we train the rats to press a lever to get little 
drops of water. They learn this quickly. Then we 
expose them to a sound they have never heard 
before, which is followed by a very mild electrical 
stimulus. This stimulus  isn’t painful, but it is 
unexpected, so it scares them. The rodents then 

associate the sound with the stimulus. Rodents 
respond to fear by freezing, so we can measure 
how afraid they are by measuring how long they go 
without pressing the lever. 

4. How long have you been involved in 
undergraduate research?
Since graduate school. My program required 
the graduate students to conduct research and 
train undergraduates to assist with that research, 
so when I came to Auburn, it seemed natural to 
continue that process.

5. What do you derive from your  
involvement with undergraduate 
research?
The undergraduates give me a fresh perspective. 
Sometimes we get so wrapped up in the technical 
aspects of what we’re doing that we forget that 
we need to be able to communicate. Getting a 
new group of undergraduates forces us to stop 
for a minute and evaluate whether or not what 
we are doing makes sense. They all come from 
such different backgrounds, and they all have 
something new to contribute. A lot of them become 
independent after a while, and there’s a lot that 
you can delegate on them. 

It’s extremely satisfying to start with a young person 
who does not know anything more than “I would 
like to do something,” and then by the end they are 
doing things independently and are able to go to a 
conference and talk to famous people in the field 
about what they’re doing. It’s also a source of pride 
to see how successful they become after they leave 
here.What I do doesn’t make sense if I don’t train 
other people to continue it.

6. What do the undergraduates get out of 
their involvement with research?
What I hope they get is the capacity to see the 
things around them, ask questions, and find 
answers, regardless of what field they go into. 
Many of my students will not end up doing what 
I do; they will go on to different careers, but that 
capacity to be curious is the skill that they should 
have and that they will benefit from having. I think 
they get that. I hope they get that. 

I stay in contact with most of them after they 
graduate. Every once in a while I will get a  
call from someone telling me that what they are 
doing in graduate school is similar to something 
that we did here. Or they will tell me that they had 
an interview, and their potential employer was 
impressed by the fact that they could talk about 
the research they did, discuss what it meant, and 
translate it to something else.

7. How much of a say do the undergrad-
uates have in the research process?
I have had students who come up with interesting 
twists to what we’re doing or their own idea for 
what they would like to do. These ideas are usually 
very green, and in most cases their ideas have to 
do with what we are already doing just because 
that’s what they have been exposed to, but we 
definitely work with their ideas. By all means the 
undergraduates are collaborators in the research, 
but ultimately their roles depend on what the 
particular undergraduate wants to achieve.

8. How are the undergraduate research  
fellows different than the other  
undergraduate research assistants?
I have had several undergraduate research 
fellows, and in most cases we start with an idea 
that I propose to them, and then they have to 
develop it. It becomes their project, and they are 
the ones who come up with the modifications to 
the procedure. They are the ones who are inter-
acting with the animals, for example, so they come 
with their observations and say “I think what we 
need to do is this.” 

I have more expectations for the fellows. They 
have supervision, but essentially the independent 
research project is theirs. The fellows have to learn 
how to do literature research, be able to under-
stand all aspects of the research design, learn how 
to do any sort of equipment programming, test 
their subjects, and they need to be able to do all of 
this semi-independently. Then they are expected 
to present their results at a conference or in 
writing. They get a stipend to do the research,  
so I want their time invested wisely.
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Abstract
In the pig (Sus scrofa domesticus), as in 
other mammals, uterine development 
is incomplete at birth (postnatal day = 
PND 0) and continues postnatally with 
formation of endometrial glands, or 
adenogenesis. Uterine endometrium is 
composed of three cell types including 
luminal epithelium (LE), glandular 
epithelium (GE), and stroma (ST). 
Supported by stromal-epithelial 
interactions, adenogenesis occurs as GE 
differentiates from LE and proliferates 
into underlying stroma. In the pig, 
adenogenesis is an estrogen-sensitive, 
estrogen receptor-alpha (ESR1)-
dependent process initiated by PND 
1. Disruption of adenogenesis can 
compromise adult uterine function. 
Understanding endometrial cell 
compartment-specific ESR1 expression 
will provide insight into mechanisms 
driving adenogenesis. Expression of 
ESR1 can be quantified in situ using 
immunofluorescence (IF), multispectral 
imaging (MSI) and digital image 
processing (DIP). Here, objectives 
were to establish a protocol for: (1) 
DIP-based identification of endometrial 
cell compartments (GE, LE and ST) 
using cytokeratin-8 (CK8) as a marker 
of epithelium (LE + GE) and ESR1 as 
a specific marker of nascent GE, and (2) 
evaluation of cell compartment-specific 
ESR1 expression. Uterine tissue sections 

from one PND 5 gilt were fluorescently 
stained for ESR1, CK8 and cell nuclei. 
Images, obtained by MSI, were analyzed 
using CellProfilerTM and CellPro-
filerTM Analyst. Quantitative data were 
subjected to analyses of variance. Proce-
dures enabled DIP-based identification of 
all three endometrial cell compartments. 
ESR1 expression levels were higher (P < 
0.001) in epithelium than in stroma and, 
for epithelium, both ESR1 expression 
and labeling index (percent ESR1-
positive cells) were higher (P < 0.001) 
in GE than in LE. Procedures enabled 
cell compartment-specific evaluation 
of endometrial morphoregulatory gene 
expression in situ.

Introduction
The neonatal porcine uterus is incom-
pletely developed at birth (postnatal 
day = PND 0), lacking endometrial 
glands (Bartol et al., 1993). In adult 
mammals, including the pig, endometrial 
glands secrete uterine milk, also called 
histotroph (Gray et al., 2001). Secretions 
of endometrial glands include a mixture 
of proteins vital to the establishment and 
maintenance of pregnancy in all eutherian 
mammals (Gray et al., 2001). Failure of 
proper uterine gland development can 
compromise reproductive performance 
in adulthood leading, in some cases, to 
infertility (Bartol et al., 2006; Bartol et 

Identification of Endometrial Cell 
Compartment-specific Expression  
of Estrogen Receptor-alpha Using 
Multispectral Imaging and Digital  
Image Processing

Kimberly E. Roberts, Meghan L. Davolt, Dori J. Miller, Anne A. Wiley, Frank F. Bartol

al., 1999; Cooke et al., 2012). Thus, the 
course of uterine gland development, or 
adenogenesis, determines both the struc-
tural integrity and functional capacity of 
adult uterine tissues.

The endometrium, or uterine mucosa, 
consists of epithelium and stroma, 
two distinct cell compartments. 
Success of adenogenesis depends upon 
communication between these cell 
compartments (Kurita et al., 2001). 
In order to advance understanding of 
mechanisms regulating adenogenesis, 
roles of epithelium and stroma (ST) 
must be defined. In the porcine neonate, 
adenogenesis is an estrogen receptor-
alpha (ESR1)-dependent process and, as 
in other mammals, occurs as glandular 
epithelium (GE) differentiates from 
luminal epithelium (LE) shortly after 
birth (Bazer, 2012; Park et al., 2012; 
Tarleton et al., 1999). Patterns of ESR1 
expression indicative of adenogenesis 
in the porcine endometrium have been 
observed by the end of PND 1 (Bartol 
et al., 2012). Onset of adenogenesis is 
typically marked by strong expression 
of ESR1 in nascent GE, whereas LE is 
effectively ESR1-negative. Cell behaviors 
supportive of adenogenesis, including 
patterns of ESR1 expression and cell 
proliferation (Masters et al., 2007; 
Tarleton et al., 1998), differ markedly 
between these two epithelial cell types. 
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Procedures for evaluation of cellular and 
molecular events characteristic of GE, 
LE and ST in situ are needed in order to 
understand the process of endometrial 
morphogenesis and cytodifferentiation of 
endometrial cells. 

Uterine gland development can be better 
understood by evaluating the expression 
of molecules recognized to play a role 
in mediation of adenogenesis, such as 
ESR1 (Bazer, 2012). Using immunofluo-
resecence (IF), multispectral imaging 
(MSI), and digital image processing 
(DIP), expression patterns for such 
morphoregulatory gene products can be 
evaluated in endometrial tissues precisely, 
efficiently and on a tissue compartment-
specific basis. Immunofluorescent 
images captured using MSI technology, 
coupled with indirect, non-amplified IF 
procedures, can provide both qualitative 
and quantitative data. The latter, 
obtained from captured images, can be 
extracted using DIP. Collectively, these 
technologies provide the tools with which 
to establish a protocol for assessment of 
endometrial cell compartment-specific 
gene expression associated with neonatal 
uterine adenogenesis, as necessary to 
understand this process more completely. 
Here, objectives were to use IF, MSI and 
DIP in developing a protocol designed to 
automate: (1) procedures for delineation 
of endometrial cell compartments (GE, 
LE and ST) using cytokeratin-8 (CK8) 
expression as a mask for epithelium and 
ESR1 expression within this mask to 
identify GE, and (2) assessment of ESR1 
expression in neonatal porcine endome-
trial GE, LE and ST. 

Materials and  
Methods
Tissue Processing and Immunofluorescent 
Staining

In order to eliminate animal variability in 
this protocol development and validation 
study, uterine tissue was collected 
from a single neonatal gilt at PND 5. 
Tissues were immediately embedded in 
Optimum Cutting Temperature (OCT) 
compound, frozen in liquid nitrogen 
and stored at -80°C. Embedded tissues 
were cryosectioned at 7μm, dried for 5 
min using warm air, and fixed in cold 
4% paraformaldehyde (PAF) for 10 min. 
Slides were rinsed with water and washed 
twice in phosphate-buffered saline (PBS, 
pH 7.4). A blocking solution of 10% non-
immune goat serum in PBS was applied 
to all sections, which were incubated for 
20 min in a humidified chamber. Primary 
antibodies were applied simultaneously 
as a cocktail including anti-ESR1 (mouse 
monoclonal IgG1, sc-56833, Santa Cruz 
Biotechnology, 1:50) and anti-CK8 
(ab94894, Abcam, 1:250). Next, slides 
were incubated at room temperature 
for one hour and washed twice in PBS. 
Matched fluorescently-labeled secondary 
antibodies of the Alexafluor series, 
including Alexafluor 488 (A488 goat 
anti-mouse IgG1, A-21121, Invitrogen, 
1:400) for ESR1 and Alexafluor 546 
(A546 goat anti-rabbit IgG, A-11010, 
Invitrogen, 1:400) for CK8, were then 
applied simultaneously. Tissues were 
incubated in a humidified chamber for 
one hour and then washed twice in PBS. 
Coverslips were mounted using mounting 

medium with DAPI (Vector Laboratories; 
Burlingame, CA) to stain cell nuclei. All 
sections from which data were collected 
were processed together in a single batch. 
Tissues were stored overnight at 4°C 
before imaging. 

Multispectral Imaging (MSI)

Fluorescently labeled neonatal porcine 
endometrial cross-sections were imaged 
in one session using a Nuance FX 
MSI system (Caliper Life Sciences, 
Hopkinton, MA) affixed to a Molecular 
Machines and Industries (MMI) 
CellCut Workstation using a Nikon 
TE-2000U inverted microscope (MMI, 
Haslett, MI). This system captured 
emission wavelength-specific images 
of fluorescent signals in situ using 
long-pass emission filter cubes optimized 
for DAPI, A488, and A546 (Chroma 
Technology Corp., Bellows Falls, VT). 
To distinguish each target signal, image 
data were spectrally unmixed to produce 
component images based on a spectral 
library of emission wavelengths using 
Nuance FX software. Development of 
the spectral library involved collection 
of wavelength-specific data from tissue 
sections treated with either anti-ESR1 
or anti-CK8 primary antibodies and 
matched secondary antibodies (A488 
or A546), or that were stained with 
DAPI alone. Negative controls included 
the omission of primary antibodies, 
resulting in a total lack of corresponding 
immunoreactivity. Procedures permitted 
removal of autofluorescence and collection 
of wavelength-specific data from all 
captured images.

Figure 1. MSI process. Uterine cross-sections were 
stained with DAPI to identify cell nuclei and subjected to 
immunohistochemical procedures for IF localization of 
ESR1 and CK8. Images were captured using a Nuance FX 
MSI system. Raw images (A) were spectrally unmixed to 
produce images composed of wavelength-specific data and 
related composite images (B). Wavelength specific data 
(C) are illustrated for autofluorescence (AF), cell nuclei 
(DAPI), ESR1 (A488) and CK8 (A546).
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Digital Image Processing (DIP) and iden-
tification of endometrial cell compartments

Exported, wavelength-specific data 
were analyzed using CellProfilerTM 
and CellProfilerTM Analyst (CPA; 
www.cellprofiler.com). Using this DIP 
software, a series of steps was defined 
in order to establish a protocol for 
automated identification of GE, LE and 
ST. Each wavelength-specific channel 
corresponded to a specific targeted signal. 
Cytokeratin-8, an epithelial-specific 
structural marker, was used as a mask to 
highlight epithelium (intensity threshold 
range 0.00-1.0 relative intensity units; 
RIU). Images were captured such that 
only epithelial and stromal compartments 
appeared in the field of view. Therefore, 
all cells not masked by CK8-specific 
signal were defined as ST by default and 
masked accordingly, revealing cells of the 
epithelium (GE + LE). The ESR1 channel 
was set at a high intensity threshold range 
(0.02-1.0 RIU) and used alone as the 
mask for GE, or in combination with 
CK8-specific signal to identify LE. All 
objects in a field were identified using 
a nuclear counterstain (DAPI) based 
upon measurement ranges of object size 
(20-150 pixels in diameter) and relative 
intensity (0.0-1.0 RIU). Merged objects 
were distinguished using relative intensity 
calculations. 

With the DIP protocol established, data 
collected for each cell compartment (GE, 
LE and ST) included: (1) mean signal 
intensity indicative of ESR1, expressed in 
RIU (RIU x 103); and (2) ESR1 labeling 
index (LI), defined as the percentage of 

cells in a given compartment determined 
to express ESR1 at or above a signal 
(A488) threshold. The signal threshold 
used in LI calculations was determined 
empirically for epithelium and stroma by 
means of machine-learning algorithms 
developed using CPA (Ljosa and 
Carpenter, 2009). Factors considered 
included measures of A488 intensity and 
objectively excluded other factors such as 
object shape, size, and texture. A total of 
11 images of both mesometrial and anti-
mesometrial endometrium were captured 
from five non-sequential sections. Proce-
dures enabled identification and scoring 
of 2,132 epithelial cells and 3,498 stromal 
cells as being either ESR1-positive 
(ESR1+) or ESR1–negative (ESR1-).

Statistical Analyses

Quantitative data were visualized and 
subjected to analyses of variance using 
JMP/SAS software (SAS Institute, Inc. 
Cary, NY; version 9.2). Statistical models 
considered variation due to cell (GE, 
LE and ST), tissue section, area within 
each section, and appropriate interac-
tions. To determine if ESR1 expression 
and/or ESR1 LI were endometrial cell 
compartment-specific, pre-planned 
orthogonal comparisons were performed 
to compare responses of epithelium GE 
+ LE) to stroma and GE to LE. Data 
are presented as least squares means with 
standard errors.

Results
Steps in the MSI process for evaluation 
of neonatal porcine endometrial histo-
architecture and immunolocalization 

Figure 2. Identification of endometrial cell compartments using CellProfilerTM for DIP. Endometrial cell nuclei 
were identified based on DAPI signal (A). Colors denote individual objects identified as nuclei. Epithelial nuclei 
(B) were identified using a virtual mask based on CK8 signal. Stromal nuclei (C) were identified using the inverse 
mask for CK8 signal. Two epithelial categories were delineated. Glandular epithelium (GE) was masked based 
upon ESR1 signal alone (D). Luminal epithelium (LE) was identified by subtracting the GE mask from the CK8 
total epithelial mask.

of CK8- and ESR1-positive cells are 
illustrated in Figure 1. Raw images  
(Figure 1a) were spectrally unmixed to 
reveal composite images (Figure 1b), 
showing uniquely CK8-positive epithelial 
cells (GE and LE) supported by under-
lying, CK8-negative stroma. Procedures 
enabled extraction of autofluorescence, as 
well as wavelength-specific data indicative 
of cell nuclei (DAPI), ESR1 (A488) and 
CK8 (A546; Figure 1c). As expected, 
signal indicative of ESR1 was observed 
primarily in nascent GE and stroma.

The DIP protocol enabled automated 
identification of total endometrial nuclei 
(Figure 2a). Masking procedures applied 
to discriminate between epithelium and 
stroma, as well as epithelial cell types, 
further enabled automated identification 
of total epithelial nuclei (Figure 2b), 
stromal nuclei (Figure 2c), and both glan-
dular (Figure 2d) and luminal (Figure 
2e) epithelial nuclei. Preliminary data 
indicating that results effectively identical 
to those reported here can be obtained 
when tissue compartments are identified 
manually, suggest that this automated 
protocol is histologically accurate. Raw 
data, collected from the complete set 
of digital images for ESR1, illustrating 
information collected from 5,630 cells, are 
presented in Figure 3. Results indicated 
variation in ESR1-specific signal within 
and between cell compartments.

Representative, spectrally unmixed 
images depicting neonatal porcine 
endometrium immunostained for CK8 
and ESR1, together with mean ESR1 
expression and ESR1 LI data, are 
presented in Figure 4. Overall, ESR1 
expression was greater (P < 0.01) in 
epithelium than stroma and, for the 
epithelial compartment, greater (P < 
0.01) in GE than in LE (Figure 4c). 
An estimate of the percentage of cells 
in each compartment expressing ESR1 
above a fixed threshold, ESR1 LI did 
not differ, on average, between epithelial 
and stromal compartments. However, 
for the epithelial compartment, ESR1 LI 
was greater (P < 0.01) in GE than in LE 
(Figure 4d). 
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Discussion
Results reported here established that 
IF, MSI and DIP procedures could 
be applied to develop a protocol for 
accurate, efficient identification of cell 
compartments and sub-compartments in 
neonatal porcine endometrium. Specifi-
cally, procedures described here enabled 
clear delineation between stromal and 
epithelial compartments and, further, 
delineation between GE and LE as sub-
compartments of the epithelium. This, 
in turn, enabled automated extraction of 
qualitative and quantitative data on a cell 
compartment-specific basis. 

Automated image analysis provides 
several advantages over traditional 
protocols involving human observa-
tions (Ljosa and Carpenter, 2009). 
For example, DIP and downstream 
automated analyses provide objectivity, 
consistency and the precision that comes 
with the ability to interrogate effec-
tively all objects (cells) within a 	
field of view across multiple samples from 
many animals. Procedures of this kind, 
developed here, allow investigators to 
identify and distinguish subtle differences 
in cytological and molecular conditions 
between cells and/or cell compartments 
not detectable by the human eye. The 
combination of technologies employed 
here permitted collection of large, wave-
length-specific, quantitative datasets for 

cell compartment-specific characteristics 
necessary to provide precise assessment  
of developmentally important endome-
trial cell behaviors.

Results of automated image analyses 
designed to identify patterns of ESR1 
expression in the neonatal porcine endo-
metrium presented here agree with earlier 
reports (Tarleton et al., 1999; Tarleton 
et al., 1998). It was expected that ESR1 
expression would be pronounced in GE 
as compared to LE and that, overall, 
epithelial ESR1 expression would be 
similar to that of stroma. The fact that 
results agree with published observations 
provides indirect validation of the image 
analysis protocol described here.

The image analysis protocol described 
here used DAPI staining to identify 
individual objects defined as cell 
nuclei. With the entire population of 
endometrial cells identified in this way, 
CK8- and ESR1-specific signals were 
used to delineate areas or ‘masks’ that 
could be employed to define endometrial 
cell compartments. Algorithmic inversion 
of the CK8 mask enabled definition of 
the stromal cell compartment. A mask 
was developed using a high intensity 
threshold applied to ESR1 expression to 
highlight GE. This ESR1 mask was then 
subtracted from the CK8 mask to reveal 
LE. With procedures for automated cell 
compartment identification established, 

Figure 3. Raw data for ESR1+ (green) and ESR1- (white) cells in epithelial (GE and LE) 
and stromal (ST) compartments. Data are presented for 5,630 observations in relative 
intensity units (RIU x 103).

ESR1 expression data were extracted 
from all DAPI-positive objects in all 
images. Because cell compartments were 
identified by area based on masks and not 
on an individual cell basis, the protocol 
for extraction of ESR1 expression data 
allowed for cells in each compartment to 
register as ESR1+ or ESR1- depending 
upon signal intensity and threshold as 
defined by rules established using CPA 
(www.cellprofiler.com). When LE was 
distinguished from GE visually, by 
manually tracing LE, subtraction of 
the traced portion from the CK8 mask 
identified GE correctly (data not shown). 
Results from this manual trace method 
provide validation of the automated 
protocol described here.

The requirement for communication 
between stromal and epithelial 
compartments in development of 
female reproductive tract tissues is well 
established (Bartol et al., 2006; Kurita 
et al., 2001). Procedures described here 
permit automated assessment of specific 
cell behaviors in situ. This is important 
because cells removed from context in 
primary culture rarely behave as they 
would be expected to in vivo (Glasser 
and Mulholland, 1993). With a novel  
protocol for automated, DIP-based  
evaluation of cell compartment-specific 
events associated with endometrial  
development now in hand, the stage is set 
to pursue investigations of cell-cell  
interactions essential for support of 
uterine adenogenesis. 

Abbreviations
Definitions for abbreviations not defined 
in the text are listed below.

DAPI: 4’,6-diamidino-2-phenylindole

SAS: Statistical Analysis System
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Figure 4. A spectrally unmixed composite image (A) depicting neonatal porcine endometrium immunostained for both CK8 (yellow) and ESR1 (green). Cell compartments (GE, 
LE and ST) are identified. Extraction of wavelength (A488) –specific data from image (A) produced image (B), illustrating ESR1 expression patterns in situ. Histograms illustrate 
data for mean ESR1 expression (C) and ESR1 LI (D) for GE, LE and ST. For quantitative data (C, D), comparisons included epithelium (GE + LE) vs. ST and GE vs LE. 
Different letters denote differences (P < 0.001).
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Abstract

In professional cycling, the performance of athletes 
is largely determined by the effective drag force 
relative to power input over the course of a race. 
Testing athletes in a wind tunnel is effective but time 
consuming and expensive. By outfitting a bicycle 
with a Global Positioning System (GPS) and a power 
meter, a work-energy model can be derived and used 
to generate an apparent elevation profile. Using a 
Monte Carlo optimization, the unknown coefficients 
in the energy equation were found for a variety of 
riders by comparing the virtual elevation profile 
to the true elevation profile measured by the GPS. 
This operation was performed over the course of 
regular training rides and races, with no deviation 
from the athletes’ regular routines. With this infor-
mation and historical training data, the athletes’ best 
possible performances over certain terrains were 
found, and ideal power profiles could be generated 
for those terrains. Their actual performances were 
compared to the simulated results to demonstrate 
the validity of the model. These processes have been 
used to analyze performance after races, to predict 
performance before races, and to select equipment or 
pacing strategies more judiciously. 

Introduction

In professional cycling, winners of races that span 
multiple weeks are often decided by a handful of 
seconds. The 1989 Tour de France was famously won 
by a mere eight seconds after nearly 90 hours of total 
racing. Armed with the prevalence of reliable and 
plentiful data from racing and training, this paper 
presents a methodology to accurately estimate the 
effective drag coefficient (Cd) and coefficient of rolling 
resistance (Crr) of a rider over any given terrain. The 
estimates are done using virtual elevation methods, 
which have been shown by Chung (2012) to be 
reliable for this application. Virtual elevation consists 
of using a known model with random parameter 
values to simulate a ride so that the model can 
be optimized to set the calculated and measured 

elevation profiles equal to one another. By coupling 
the power data with GPS data, the method can be 
applied to arbitrary routes rather than simply to short 
loops, as Chung (2012) recommended. 

Background

By developing a robust model of a bicycle’s expen-
diture and storage of a known energy input and 
assuming energy is conserved, one can infer the path 
the bicycle has taken in space. A bicycle’s energy 
equation (Chung, 2012) is composed of four compo-
nents that store or expend energy added to the system 
by the rider: rolling resistance, aerodynamic drag, 
kinetic energy, and potential energy, 

To derive a more practical and useful formula, each 
term may be differentiated with respect to time in 
order to generate a power equation.

The accepted model (Martin and Martin, 2006) for 
energy lost by a tire is

where the time rate of energy lost is given by the force 
of rolling resistance, Frr, multiplied by velocity, v. In 
most cases, however, it has been shown that the force 
of rolling resistance increases linearly with the load on 
the wheel, due to increased deformation and shear of 
the tire. Because of this increased in force of rolling 
resistance, we can define a constant, Crr, as
 		

Parameter Estimation and 
Simulation Using Virtual Elevation 
Methods for Race Cycling

William D. McGinnis

Jplant = Jrr + Jaero + Jke + Jpe.

Pplant = Prr + Paero + Pke + Ppe.

Prr = Frrv

Crr = Frr/Fn

(1)

(2)

(3)

(4)
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where Fn is the vertical load on the tire. In order to 
simplify the equation, it is assumed that both tires 
behave similarly and can be combined into one 
effective term (Gent and Walter, 2006), giving the 
total energy loss for the system due to rolling resis-
tance, Prr, as

where m is mass, g is gravitational force, and vgnd is 
the velocity of the bicycle. Because Crr is an inferred 
value, it can easily account for not only the friction 
at the contact patch of the tire but also for bearing 
friction in the wheels, which is often “downstream” 
of the power measurement. In reality, Crr varies with 
the road surface. On a rougher road, Crr is higher 
than on a smoother road (Gent and Walter, 2006). 
For the scope of this model, it is assumed that the 
road surface remains constant throughout the data 
collection. Further instrumentation could allow for 
the estimation of road surface roughness and improve 
the model in future work.

The power dissipated by the aerodynamic drag, Paero, 
of a cyclist is given by Batchelor (2002), where ρ is 
the current air density, Cd is the drag coefficient, A is 
frontal area, and vair is the air speed. 

Again, CdA is not in reality a constant and varies 
with both the Reynolds number of the air and, more 
importantly, the geometry of the rider and bicycle. 

While a rider is not completely static on a bicycle, a 
mean effective value of CdA is still not only very useful 
but even more representative of race conditions than 
a more exact measure of a very constrained case, as 
can be found from wind tunnel testing. 
 
The power, Pke, dissipated due to a change in kinetic 
energy of a mass is given by Jain (2009), where 
acceleration of the center of mass of the rider, macg, 
is assumed to be equal to the time rate of change of 
GPS velocity, vgps,

The power, Ppe, stored as potential energy in a mass is 
given by Jain (2009), where θrg is the angle of the road 
gradient.

Making a small angle approximation due to the 
relatively small angles present in road gradient, 
Equation 8 becomes 
 	

where s is the road slope, meters of elevation change 
divided by meters of horizontal distance traveled.

Prr = Crrmgvgnd

Paero = ½CdAf ρv2
airvgnd.

Pke = macgvgps.

Ppe = mgvgndsin(Өrg).

Ppe = mgvgnds

(5)

(6)

(7)

(8)

(9)
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ality of Garmin™ GPS units to interface with Saris 
PowerTap™ and SRM™ power-meters, yielding a file 
(.TCX  format) with all of the required data included 
in one place. 

Model Optimization

In order to solve for the parameters, the slope 
equation is seeded with 10,000 pairs of pseudo-
random CdA and Crr values, and integrated in a 
forward calculation to generate a virtual elevation 
profile. For each pair of guesses, a characteristic 
error value, the mean-squared error between virtual 
and true elevation, is stored. When the errors of the 
10,000 pairs have been evaluated, a fourth order, 
two-dimensional polynomial is fit to give error as a 
function of CdA and Crr. This polynomial forms what 
is referred to as the cost function. From here, the cost 
function can simply be minimized to find the final 
estimate for CdA and Crr.

In this study, this computational process was 
integrated into a Python-based desktop appli-
cation, called BikeVE. With this tool, users upload 
a Garmin™ GPS file, input the known parameters, 
select any two parameters to estimate (not just CdA 
and Crr), and can perform the model optimization 
to solve the problem. An interesting note is that 
users most commonly choose to solve for wind speed 
and CdA, not Crr and CdA. Below, two examples are 
presented to illustrate the computational process.

Example 1: David Millar

Using David Millar’s ride at the 2010 Tour de France 
stage 19 time trial in Bordeaux, France (Millar, 2012), 
the computational method derived above can be 
used. The virtual elevation and true elevations that 
result from the optimization can be seen in Figure 2. 
The output from the optimization was a Crr value 

P = Crrmgvgnd + smgvgnd + macarvgnd + ½CdAf ρv2
airvgnd.

The power equation can be expanded using each 
of the now defined power component equations. 
This expanded power equation creates a first order 
non-linear differential equation that relates input 
power to velocity over time, with two unknowns for 
any instrumented bicycle system, Crr and CdA,

Solving for slope, this becomes

The air velocity is calculated using the rider’s GPS 
heading and velocity combined with a vector of 
ambient wind speed and direction as measured on 
the testing day. The assumption made is that the 
ambient wind is at the same speed and in the same 
direction for the entire test. Equation 11 is used 
to iteratively solve for the elevation change of the 
system, given its mass, air density, velocity, accel-
eration and initial guesses for CdA and Crr. Then a 
subset of data is analyzed in order to solve for CdA 
and Crr by comparing the resultant virtual elevation 
profiles with the measured true elevation profile. 

Instrumentation

In order to implement the virtual elevation method 
on-line, a number of parameters (power, elevation, 
velocity) must be monitored through the bicycle’s 
instrumentation system. The most important metric 
to measure on the system is the power applied by the 
rider (the plant). Strain gages can be placed in various 
places in the drive train and used to solve for torsion in 
the shaft. Then power is given by the equation 

where τ is torque at the rear wheel hub. This 
process has been very well developed by the cycling 
companies, Saris™ and SRM™. Elevation is also 
crucial to the validity of the estimates, as a true 
elevation profile is the standard by which the model is 
trained. Although a variety of sensors can sufficiently 
measure altitude, GPS devices provide an accessible 
choice for determining elevation. Similarly, velocity 
can be measured with other devices such as a wheel 
encoder and known roll out of a non-drive wheel, but 
with the need for a GPS for other sensors, it makes 
sense to use the GPS for velocity measurement as 
well. Another advantage is the built-in function-

Pplant = τө

(10)

(11)

(12)

s =		  - Crr -		 -                 .P ½CdAf ρv2
air

mgvgnd

acar

g mg

.
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of .0075 and a CdA value of .2100. These resultant 
values are, for the most part, in line with expected 
values (Coggan, unpublished data). The Crr value was 
slightly higher than expected, which was likely a result 
of including all friction losses in the term Crr. Also, 
lack of velocity variation in the collected GPS file, 
implies that Crr is not significantly affected by the CdA 
term. This relationship is reflected by the slope of the 
darker band in Figure 1. With a drive train efficiency 
term included, the CdA would be expected to drop. 
This estimation of CdA and the average power from 
the performance in the time trial, which was slightly 
longer than an hour, yields an estimated ratio of 
Functional Threshold Power (a physiological metric 
used to quantify fitness) to CdA of 1859.7. Considering 
the timing of the race, 19 days into a grand tour, 
the ratio falls in the expected range of 1750 to 2000 
as Coggan (unpublished data) determined can be 
expected of a tired professional. 

Because the data were not derived from a controlled 
test but rather an actual race file, braking is prevalent 
but is seen by the model to be a sudden large hill. 
Such misinterpretations account for the errors in more 
technical parts of the course. By noting the locations 
where the derivative of the error between the virtual 
and true elevations is highest in relation to the GPS 
coordinates, a map of error prone spots can be 
generated in order to shed more light on the sources of 
error in the model. As one would expect, the deriv-

Figure 1. David Millar case study. Results of randomly
generated pairs of drag coefficient (CdA) and coefficient of 
rolling resistance (Crr), colored for mean squared error. The 
distinct red band of lowest error guesses can be seen in the 
middle of the scatter.

ative of error is highest going into corners, where the 
rider was using the brakes (Figure 3). Furthermore, if 
the sum of the error is considered to be lost potential 
energy in the system, there is an energy loss of 88 
KJ in just 1:06 of riding or just over 6% of the total 
energy expended in the race. It is worth noting that 
in this case of a time trial bike, the action of braking 
is not only the use of rim brakes but also most likely 
moving the hands to the outer bars to form an air 
brake with the upper body.

Example 2: Andrew Talansky

A second case is Andrew Talansky’s 10th stage 
time trial at the 2011 Vuelta a Espana (Talansky). 
In his case, the resultant elevation plots (Figure 4) 
match one another much more closely than those 
of Millar, a difference that can be attributed to the 
larger variation in velocity over the course of the 
ride. Because Crr does not vary with velocity while 
CdA does, the two parameters cannot be properly 
decoupled without variant velocity. Error can again 
be attributed to heavy breaking on the way in and out 
of Salamanca, where there were a number of round-
abouts and sharp city street turns. Estimating 72 kg 
for his total weight (person, bike and clothing) and 
1.037  for ρ , his Crr and CdA  are estimated to be .0025 
and .02303, respectively. 
 

Figure 2. David Millar case study. Best virtual elevation 
profile as estimated by Monte Carlo optimization vs. real 
elevation as measured by GPS. Small errors can be seen 
throughout the profile due to variations in wind, braking, 
and other unaccounted for disturbances. 
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The band of fittest guesses in Figure 5 can be seen to 
slope steeply downward as Crr rises. This slope is more 
in line with the expected result than was the case in 
Millar’s data, in which the slope was more gradual. 
This result can again be attributed to the greater 
variation in velocity over the course of the ride. The 
derivative of error is highest at points leading into and 
coming out of turns, where it can be assumed that the 
rider was both braking heavily and using the outer 
handlebar, which greatly increases his frontal area. In 
Figure 6 where one of the sharper turns is detailed, 
the clear spike in error as the rider applied the brakes 
and sat up is shown. 

Modeling the Rider

The dynamic model developed in this study is only 
capable of simulating performance over a terrain with 
known power input. While using steady power inputs 
to estimate a particular rider’s performance may be 
suitable, it does not capture how races transpire in 
reality, nor is it the fastest way to ride most courses. A 
more ideal power output for the rider must be found 
in order to fully assess an athlete’s potential on a given 
course. Given a large library of historical training 
and racing power data from a rider, it is possible 
to generate a curve of maximal power output for a 
given time duration. Luckily, with the prevalence of 
power meters in the elite cycling community, most 
high-level cyclists have years of data from every day 
of training and racing, often in excess of 3,000 hours. 
In order to find the optimal power input for the rider 
over a course, it is necessary to determine whether 
or not an arbitrary wattage file was possible from 
the rider. By recursively bisecting the power file, and 

checking whether each incrementally smaller piece is 
sub-maximal on the rider’s maximal power curve, it 
can be inferred whether or not the ride was possible 
by a certain rider. 

Optimization for Terrain

One major function of the model of the rider and of 
the system is to simulate an athlete’s performance over 
a certain terrain. Given an elevation profile and a 
power file, it is possible to estimate the time required 
to complete a course. In order to simulate the ride, the 
forces on the rider can be summed:

From these calculations, acceleration can be 
integrated to find velocity and position after some 
given time step. Because of the power term being 
divided by velocity, an initial velocity of zero using 
this model is impossible. To account for this impossi-
bility, we assume an initial velocity of five m/s and an 
initial time of five seconds. Such an assumption results 
in an initial acceleration off the line which is well 
within the ability of any trained cyclist. In order to 
find the appropriate local slope for the next iteration, 
the position must be compared to the distance and 
elevation data-points from a GPS file of the desired 
course. The local slope is found by assuming a linear 

Figure 3. David Millar case study. Geographic positioning of 
cyclist at sharp corner, showing spikes in time derivative of 
error (denoted by color dots).

Figure 4. Andrew Talansky case study. Best virtual elevation 
profile as estimated by Monte Carlo optimization vs. real 
elevation as measured by GPS. Small errors can be seen 
throughout the profile due to variations in wind, braking, 
and other unaccounted for disturbances. This race occurs 
over greater topographic relief. Thus, errors are likely 
primarily due to braking on descents. 

macg =        - Crrmg - mgs - ½CdAf ρv2
gnd

acg =          - Crrg - gs -     CdAf ρv2
gnd.

(13)

(14)
P

vgndm
1

2m

P
vgnd



12 13

Figure 5. Andrew Talansky at the Vuelta a Espana. Results 
of randomly generated pairs of drag coefficient (CdA) and 
coefficient of rolling resistance (Crr), colored for mean 
squared error. The distinct red band of lowest error guesses 
can be seen in the middle of the scatter. The band slopes at 
a notably steeper angle than that in Figure 1 due to greater 
velocity variation in the test run.

Figure 6. Andrew Talansky at the Vuelta a Espana. 
Geographic position of rider in sharp corner, showing spikes 
in derivative of error during presumed braking.

gradient between the most recent and upcoming data 
points in the reference file. 

Starting with a known sub-maximal baseline power 
file, a random search algorithm can converge on 
the fastest possible power profile for a course and 
its corresponding time. This algorithm involves 
changing the current best known power file randomly, 
checking it to ensure it was possible, simulating it, and 
then comparing the resultant time to the previous 
benchmark’s time. If the new time is faster, then the 

perturbed power file becomes the new benchmark, 
and the process is repeated. If the new time is 
slower, or if the perturbed power file was found to 
be impossible for the rider, the previous benchmark 
file is perturbed randomly again. As the power file 
approaches the boundary of the athlete’s ability to 
perform, the number of points, which are randomly 
changed, is decreased to allow for finer tuning. This 
process will eventually converge on the best possible 
performance for the athlete over the terrain. 



A u b u r n  U n i v e r s i t y  J o u r n a l  o f  U n d e r g r a d uat e  S c h o l a r s h i p   Spring 2013

14 15

training or rest schedules, and the racer may compare 
the idealized power files to his own to see whether it 
was a pacing error or one in preparation. 
 
Upon further analysis, it can be seen that by dropping 
the CdA  to 0.24, the rate common for choked-up time 
trial bike position where the aerobars are held closer 
to the rider allowing for a more upright position that 
is more comfortable when climbing, and raising the 
mass one kg to account for the added weight of a 
time trial bike, the time would drop to just 9:29. This 
small margin creates uncertainty for the riders about 
bike selection since a mere five seconds separates two 
completely different bike options. 

Sources of Error

Using virtual elevation methods, there are two 
primary sources of error. Braking is not accounted 
for in the model at this point, so any braking over 
the course of a test will contribute greatly to error, 
manifesting itself as a sudden steep hill on the 
elevation profile. A means to correct this may be 
to reset the elevation to the true value after the 
derivative of error exceeds some quantity. Other 
sources of error include sensor errors, missing data 
points, imperfect true elevation profiles, local gradient 
estimation error in simulation, numerical integration 
error, and finding local maxima with the random 
search algorithm.

Conclusion

     Using standard GPS files coupled with a power 
meter, it is possible to solve the slope equation for a 
cyclist’s Crr and CdA  with Monte Carlo methods. The 
rider itself can be modeled simply with a maximal 
power curve, which, when combined with the 
dynamic model, can be used to estimate the rider’s 
best possible performance over an arbitrary terrain. 
This capability is used to detect the changes in CdA  
due to various equipment changes and their impact 
on the performance of the rider over some benchmark 
course. The model can be used to estimate the 
athlete’s performance at a particular event, to assess 
the worth of attending that event, and to tailor 
training to success in that event. Ideal pacing strat-
egies with minimal braking can also be developed 
for any individual event. Finally, these methods can 
be used after an event to assess the energy lost due 
to braking and to compare that performance to the 
energy lost by other riders, which may shed light on 
deficiencies in handling skill or tire choice. 

Joe Martin Time Trial

The first stage time trial at the Joe Martin Stage Race 
in Fayetteville, AR, is notoriously difficult to pace. 
Starting out slightly downhill and climbing steadily, 
the short time trial is very fast despite its gradient. It 
remains ambiguous whether it is faster to ride a time 
trial or road bike, and whether to go easy on the flat 
to save for the climb or go hard on the flat and fade 
on the climb is yet to be seen. Further, the winner of 
the time trial is often the winner of the entire four-
stage race, which on the national racing circuit holds 
prestige and prize money. Using virtual elevation 
methods to model a bicycle/rider system, and a 
maximal power curve to model the rider, it is possible 
to find the exact power profile which will result in the 
fastest time for a rider.  

In this case the power curve is coupled with the 
dynamic model derived from the same rider’s data 
prior to the event, to produce an estimate of his fastest 
possible ride. Using 0.29 as the CdA for the rider on 
his road bike and upright, the suggested power profile 
is found to yield a time of 9:34. This time varies 
greatly from the actual one on race day of 10:14. 
When some context of the race schedule is given, it is 
clear that the Joe Martin Stage Race comes just days 
after the very taxing Tour of the Gila, which climbs 
the massive mountains of Southern New Mexico. It 
seems that the athlete may have been overly tired 
from this race, or botched pacing. Looking at results 
from races before and after Joe Martin, and at the 
results from the remainder of the race, it is apparent 
that this particular race was an anomaly. Regardless 
of the reason, it is indicated that the athlete did 
not ride to his best ability on race day. As a team 
director, this information may be used to inform 
roster selection for upcoming races, a coach may alter 
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Abstract 

Through a detailed examination of sixteenth century 
trial records, confessions, and execution accounts, 

this article focuses on the question: Could anxieties over 
female inheritance and female social dominance lead to 
witchcraft accusations? It examines specifically the trial 
of a wealthy woman named Euphame MacCalzean, who 
in 1591, amidst what is known today as the North Berwick 
panics, was accused, tried, and executed as a witch. After 
a thorough inspection of her case, this article argues 
that MacCalzean’s story is a key example of the tensions 
between independent, powerful women and a traditional, 
early modern patriarchal society. I argue, in her instance, 
such tensions and resentments resulted in accusations of 
witchcraft, and subsequently, her death. In the hands of 
Euphame MacCalzean’s male dominated community, 
witchcraft became an efficient means of controlling and 
limiting female power.

Euphame MacCalzean, as culpable and guilty thereof, to  
be taken to the castle hill of Edinburgh and there bound to  
the stake and burned in ashes, quick to the death and all  
and sundry her lands, heritages, tacks, steadings, rooms,  
possessions, corns, cattle, goods and gear to be forfeited and 
escheat to our sovereign lord’s use (Normand and Roberts, 
2000, 274). 

The witch panics that began in the small town of North 
Berwick and spread throughout Scotland in the 1590s have 
been, for the most part, well researched and thoroughly 
documented (Adam, 1978; Seth, 1969). Witchcraft 
historians typically point to the heavy involvement of King 
James VI and his administration to justify their attention to 

this period; however, many of the individual stories get 
lost amid the more popular accounts of James’ association 
with these panics. Though Euphame MacCalzean was 
initially implicated in the royal scandal, only three of the 
28 charges leveled against her relate to the monarchy. 
The remaining 25 charges of witchcraft reveal an issue 
infinitely more fascinating.

The accusations of witchcraft brought against 
MacCalzean ignited a storm of controversy in eastern 
Scotland in the late sixteenth century. Though at 
first it may seem that MacCalzean was just one of 
many women accused and executed in the Scottish 
witch craze of 1590-1591, a deeper look reveals that 
the accusations brought against her had intriguing 
economic undertones and possible hidden motives. 
First-hand accounts of the trial point more to an intense 
dispute over property and fear of MacCalzean’s social 
and political power than to an actual belief that she 
participated in witchcraft. Her case can be taken as 
an example of the tensions that could occur between 
independent, authoritative women and the conventional 
patriarchal society. In her instance, and possibly in 
others, accusations of witchcraft could be used as a way 
to effectively dispose of a strong female threat.

MacCalzean’s name, in connection with the witchcraft 
panic, was first brought to the public light by a servant 
named Geillis Duncan. Suspected of witchcraft herself, 
Duncan was tortured by her employer, David Seton, 
a municipal officer in the local town of Tranent, and 
forced to name her accomplices. One of the alleged 

WThe Trial of Euphame MacCalzean:  
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collaborators she named was Euphame MacCalzean. 
According to the popular pamphlet, Newes from 
Scotland, which kept the public up to date on Scottish 
witchcraft trials and executions, Geillis Duncan “caused 
one Euphame MacCalzean to be apprehended for 
conspiring and performing the death of her godfather, 
and for using her art upon a gentleman being one of 
the lords and justices of the session to bear good will 
to her daughter” (Normand and Roberts, 2000, 313). 
What was not noted in the pamphlet was the fact 
that David Seton was MacCalzean’s brother-in-law, 
married to Katherine Moscrop, sister of Euphame’s 
husband Patrick (Yeoman, 2002). Disagreements 
between the two sides over who received more money 
after the death of Patrick and Katherine’s mother led 
to animosity between the Setons and the MacCalzeans 
(Normand and Roberts, 2000). Did David Seton use 
his servant and the community’s fear of witchcraft as 
an opportunity to dispose of MacCalzean? Much of the 
evidence suggests that he did, and it is true that after 
the first accusation against her was made, the rest of her 
extended family did not hesitate to add to the charges. 

MacCalzean’s case, of course, needs to be understood 
within the context of the culture of the time period, 
including the context of gender roles and relationships. 
Scholars agree that the early modern European world 
was composed of a strict social hierarchy and a love 
of order that dominated the lives of individuals in 
the sixteenth and seventeenth centuries (Amussen, 
1988; Roper, 1989; Wiesner, 2000). Everyday life was 
structured around a male-dominated household where 
each member had his or her own individual roles to 
perform. If those said roles were not executed, -- for 
instance if a woman went against the authority of her 
husband, father or brother -- then disorder ensued. 
From the patriarchal perspective, disorder was to be 
avoided at all costs (Amussen, 1988).

The subordination of women to men was seen as the 
most natural of social hierarchies, and the performance 
of specific gender roles was what held early modern 
Scottish and English society together and allowed it to 
function as it should in accordance with the dominate 
patriarchy (Lake and Questier, 2002). Upon the death 
of her father in 1558 and her subsequent marriage, 
Euphame MacCalzean was under the authority of 
her husband, Patrick Moscrop. Frequently during her 
trial her marital behavior was brought into question, 
and as the charges against her suggest, MacCalzean’s 

relationship with her husband was not typical. In fact, 
her husband was so frightened of her, he left Scotland 
for France. Constantly sick in her presence (supposedly 
from poison), he was incapable of exerting his authority 
over his own wife and so fled (Normand and Roberts, 
2000). Their dysfunctional marriage was certainly 
not a representation of the expected early modern 
relationship between husband and wife, and for this 
reason, Euphame MacCalzean incurred a large amount 
of resentment from her male contemporaries. 

As the only child of Thomas MacCalzean, Euphame 
stood to inherit, and did inherit, all of his lands and 
income after his death. It can be argued that the 
MacCalzean pattern of inheritance had significant 
economic implications that deviated from traditional 
gender arrangements. According to witchcraft historian 
Carol Karlsen, women with no brothers or sons were 
even more likely to be arrested, tried, and executed 
for witchcraft than women whose property was passed 
down to an acceptable male authority (Karlsen, 1987). 
Not only was MacCalzean the only inheritor of her 
father’s estate, but after her death, the MacCalzean 
wealth would go to her three daughters: Martha, 
Elizabeth, and Euphame MacCalzean (“Act”, 1592). 
Euphame and her daughters stood in the way of the 
conventional ordered succession of wealth and property 
from one generation of men to another. According to 
property law in the early modern period, women were 
allowed to inherit property, but ultimately that property 
would be under the control of their husbands when they 
wed (Braddick and Walter, 2001). With women having 
no independent legal rights, it was the right of the 
husband to control the property as he saw fit (Erickson, 
1993; Sanderson, 2002). However, Patrick Moscrop’s 
flight to France left Euphame alone and virtually in 
control of the MacCalzean estate, until her arrest for 
witchcraft. Only after her conviction did Patrick return 
to Scotland to claim the property that should have, 
in ordinary circumstances, been rightfully his upon 
marriage (Normand and Roberts, 2000).

Interestingly, along with marital strife, conflicts 
concerning her daughters’ marriage arrangements 
surfaced in MacCalzean’s trial. Evidence of her 
influence in the community is more apparent when 
examining several accusations relating to the 
bewitchment of certain young men, young men she 
desired her daughters to marry. She was accused of 
“devilish witchcraft, enchantment, and incantation;” W
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forcing “Joseph Douglas of Pumpherston to love [her] 
under color and cloak of marriage with [her] daughter” 
(Normand and Roberts, 2000). Such a charge could 
stem from MacCalzean’s attempt to exercise her social 
power. By making advantageous marriages with 
certain Edinburgh families, she could further her own 
family’s influence both socially and politically since 
several men linked to MacCalzean were high officials 
and court advocates. Indeed, as laird of Pumpherston, 
Joseph Douglas was a prominent member of Scottish 
society, and MacCalzean’s intent to marry him to one 
of her daughters and solidify the continuation of her 
family’s power angered many people in her community, 
especially certain relatives that wanted to be rid of her 
persistent influence. 

A close examination of MacCalzean’s trial records 
shows that 23 out of the 28 charges brought against 
her came from her own relatives and neighbors, both 
immediate and distant. In fact, the majority of the 
accusations came from two major sources: the Moscrop 
family (her in-laws, including David Seton) and her 
uncle, Henry MacCalzean. Almost all of allegations 
leveled against Euphame accused her of violence of 
some sort against her husband, brother-in-law, father-
in-law, uncle, etc. (Normand and Roberts, 2000). 
Though each of the charges mentions some form of 
witchcraft or another, the underlying domestic conflicts 
are apparent. Indeed, 33 years before she was accused 
of witchcraft, MacCalzean had been taken to court 
to defend her lands and inheritance against claims by 
her uncle, who felt his brother’s property was rightfully 
his (Normand and Roberts, 2000). MacCalzean won 
the case and retained her father’s land, but certainly 
resentments would have lingered among those members 
of her family who felt they had been “cheated” out of 
an incredibly large inheritance. This previous property 
dispute and the persistent accusatory involvement of her 
family suggests that those bitter anxieties over Euphame 
MacCalzean’s wealth and inheritance were at the root 
of the witchcraft accusations brought against her three 
decades later.  

Euphame MacCalzean’s trial began on June 9, 1591, 
and lasted until the fifteenth. In comparison to other 
witchcraft trials during that period, MacCalzean’s was 
unusually prolonged, but in regards to the execution of 
her sentence, her death was decidedly quick. She was 
brought to court, tried, and executed in the span of two 
weeks. Geillis Duncan, who was accused several months 
before MacCalzean, was not executed until December 
1591, six months after MacCalzean was burned alive 
(Normand and Roberts, 2000). Though her lawyers 
argued with the court for three days she was found 
guilty on the twelfth of June. She was not convicted on 
the alleged attempted murder of her husband, but was 
found guilty of crimes including witchcraft, consultation 
with witches, the murder of her husband’s nephew, and 
the bewitchment of her father-in-law, John Moscrop 
(Normand and Roberts, 2000). The judge ordered  
her to be burned alive and all of her estates forfeited to 
the crown.

After her execution, several of her advocates 
attempted vehemently to have her name expunged. 
David Ogilvy, in particular, who had been one of 
the spokesmen for Euphame at her trial, took it upon 
himself to clear her name. Before the execution of the 
servant woman, Geillis Duncan, Ogilvy was granted 
an interview. Duncan confessed that she had never 
known MacCalzean and had no knowledge of her ever 
engaging in witchcraft. Ogilvy’s story was corrobo-
rated when, at Duncan’s execution on December 5, 
1591, she announced to the public: 

As she should answer on her soul and conscience 	
before God, that she never knew the said Euphame 
MacCalzean to be any witch or to use any point of 
sorcery or witchcraft in any of the places foresaid…
that she knew not of any vice or crime done by her 
at any time bygone…She was caused and persuaded 
to do so by David Seton in Tranent and others, and 
that it was all but lies, of the which she craved God’s 
forgiveness (Normand and Roberts, 2000, 198).
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If Duncan’s confession can be taken as the truth, then it 
was David Seton who forced her to name MacCalzean 
as a witch. No evidence suggests that Euphame 
MacCalzean had participated in witchcraft or sorcery 
of any kind. From all accounts, she was innocent of the 
charges brought against her, a point made evident when 
her estate was returned to her daughters and her name 
expunged less than a year after her execution. 

The legal reversal of MacCalzean’s conviction was 
issued by King James I of England in 1592. James 
authorized a parliamentary act entitled “Act in Favour 
of the Heirs of Euphame MacCalzean” on April 3rd of 
that year, approximately ten months after MacCalzean 
had been brutally executed on Castle Hill. The act 
not only fully reinstated MacCalzean’s original estate 
to her daughters, but also cleared her name from any 
and all accusations of witchcraft. However, the act also 
re-established the dominant male hierarchy by shifting 
the authority over the estate to the men responsible for 
these women (“Act”, 1592).

According to the Act, Patrick Moscrop, the husband of 
Euphame MacCalzean, was the lawful administrator 
of the portions of her estate that belonged to his two 
youngest daughters, Elizabeth and Euphame. As for 
Martha MacCalzean, or Martha Ogilvy as she is 
referred to, her segment of the estate falls under the 
administration of her husband. Martha’s new husband, 
David Ogilvy, was the very same David Ogilvy that 
served as an advocate for Euphame MacCalzean during 
her trial, the same man that worked so diligently to 
have his client’s name expunged after her execution. 
As a result of the act, the Moscrop family, through 
the influence of Patrick Moscrop was in control of 
two-thirds of the MacCalzean estate, the other third 
going to David Ogilvy.

The fact that the MacCalzean estate was now under 
the appropriate control of male members of society 
could explain why Euphame’s conviction was quickly 
overturned without any opposition. More importantly, 
the Moscrop family, the notorious in-laws who attacked 

Euphame during her trial, were finally successful in 
their quest to control the MacCalzean estate. Certainly, 
there is a strong amount of evidence to suggest that 
Euphame MacCalzean’s extended family used the 
accusation of witchcraft and the surrounding North 
Berwick panics to remove her influence and set the 
gender hierarchy to rights. An enormously prosperous 
estate was back under the influence of powerful men, 
men which included Patrick Moscrop, John Moscrop, 
and even David Seton.

Scholars have pointed to many various reasons for 
the emergence of witchcraft panics, including the 
most obvious explanation: the actual fear and belief 
in witchcraft. However the possibility of economic 
motivations, along with the persistent threat powerful 
women posed to a male-dominated society, and the fear 
of change in the gender hierarchy cannot be ignored. 
Euphame MacCalzean remains a prime example of 
those issues. While there are certainly other possible 
explanations for the emergence of the witch-craze 
in Scotland in the late-sixteenth century, evidence 
taken from the case of Euphame MacCalzean suggests 
that fear of female power and economic dominance 
could have played a crucial role in tensions that led 
to witchcraft accusations. As historians have argued, 
deviations in the social order would have alarmed those 
that clung to the traditional patriarchal system. The late 
sixteenth century was seeing the first signs of changes 
in that social structure and MacCalzean’s case is an 
example of the conflict between the old and new orders. 
Certainly, feelings of dissatisfaction, anger, spite, and 
jealousy were understandable responses to the stresses 
of social and economic change, and, unfortunately, 
Euphame MacCalzean was a casualty of those emerging 
transformations. 
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Precision of the Neubauer Hemocytometer 
in Quantifying Concentration of Canine 
Spermatozoa Within and Between 
Operators of Differing Experience Levels

Abstract
The importance of measuring accu-
rately and precisely the concentration 
of spermatozoa in semen is increasing 
as artificial insemination becomes 
widely practiced in veterinary medi-
cine. This study tested the precision 
of the Neubauer hemocytometer 
with canine spermatozoa of varying 
concentrations within and between 
operators of different experience 
levels (Figure 1). We calculated the 
standard deviation in estimates of 
spermatozoa concentration between 
two chambers of each hemocytom-
eter and between replicate samples 
from the same ejaculate for both 
an experienced operator and an 
inexperienced one. The Neubauer 

hemocytometer precision was also 
evaluated across varying concentra-
tions of spermatozoa. We determined 
that the operator’s experience level 
did not have a significant effect on 
precision when using the Neubauer 
hemocytometer. For both the expe-
rienced and inexperienced operator, 
the standard deviations between the 
two chambers of the hemocytometer 
and between replicate samples were 
10.22 (±1.22) million spermatozoa and 
10.33 (±2.16) million spermatozoa, 
respectively. Both these deviations 
exceeded 10 million spermatozoa, 
which many veterinarians consider 
to be significant when calculating a 
semen dosage for artificial insemina-

tion. However, this degree of deviation 
was present within the estimates of 
both operators, implying that it was 
not an effect of operator experience or 
expertise, but rather an inherent risk in 
using the hemocytometer. 

Introduction
The analysis of concentration of 
spermatozoa in canine semen 
samples is becoming popular with the 
increased use of artificial insemination 
(AI) in veterinary medicine (Hansen 
et al., 2006). Accurately measuring 
the concentration of spermatozoa of a 
semen sample is important because 
it allows veterinarians to determine 
how many breeding dosages can 
be obtained from a single ejaculate. 
Common dogma is that at least 150 
to 200 million progressively motile 
spermatozoa are recommended per 
insemination dose, but this number 
can vary greatly depending on the 
type of semen used (fresh, chilled 
or frozen) (Linde-Forsberg, 1991) 
and even the size of the dog breed. 
For example, an adequate breeding 
dose for a toy breed (e.g. Chihuahua, 
expected litter size of 2 to 4 puppies) 
requires much fewer progressively 

Figure 1. Microscopic (400x) image of a canine spermatozoa on a hemocytometer grid.

Kaitlyn Caraway, Robyn Wilborn, Aime Johnson, Jay Barrett, Todd Steury
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motile spermatozoa than a breeding 
dose for a giant breed (e.g. Great 
Dane, expected litter size of 9 to 12 
puppies), which correlates to size of 
the male testes of the corresponding 
breeds (Amann, 1986). This calcula-
tion of breeding doses is especially 
important with limited quantities of 
frozen semen from a valuable animal.

For this study, we chose to evaluate 
the Neubauer hemocytometer 
because it is the oldest, most 
common, and simplest method 
of measuring the concentration 
of spermatozoa cells in a sample 
(Kuster, 2005). For quantifying 
the spermatozoa concentration 
in semen samples, the Neubauer 
hemocytometer has long been 
considered the standard by the World 
Health Organization (WHO) (Cooper, 
2010). It is the standard method for 
quantifying boar semen (Hansen et al., 
2006), bull semen (Atiq et al., 2011), 
stallion semen (Samper, 2000), goat 
semen (Leboeuf et al., 2000), and 
human semen (Cooper, 2010). The 
hemocytometer has two chambers 
with a total area of 1.0 mm2 on each 
end where the spermatozoa cells are 
counted. A coverslip sits 0.1 mm off 
the grid, allowing a diluted semen 
sample (1:100 dilution) volume of 0.1µl 
(Cooper, 2010). All spermatozoa cells 
within this area are counted manually 
under a microscope to quantify the 
concentration as millions of sperma-
tozoa cells per milliliter, and the two 
chambers are averaged to obtain a 
spermatozoa concentration reading 
for that hemocytometer. The hemocy-
tometer is cost-effective and relatively 
simple to use. However, it is much 
more time-consuming compared to 
other methods of quantification.

While computer-automated semen 
analysis (CASA) methods have 
become very popular in recent years 

to increase efficiency, these methods 
are influenced by the Segre-Silberberg 
(SS) effect. The SS effect causes the 
spermatozoa to be pulled through 
the chamber faster and drives them 
toward the walls of the chamber, 
causing an underestimation of the 
concentration of spermatozoa, particu-
larly in thin, capillary-loaded slides. 
This phenomenon was seen when 
analyzing human and boar semen 
samples on the CASA machine, but 
was not seen with the hemocytom-
eter. It is believed that the SS effect 
does not have time to develop in the 
hemocytometer due to the increased 
chamber depth, as compared to the 
CASA slides (Cooper, 2010).

One large source of error with using 
the Neubauer hemocytometer is that 
the operator must manually count 
cells. Consequently, an operator that is 
experienced with the hemocytometer, 
microscopes, and the identification 
and counting of spermatozoa cells 
should be able to obtain accurate and 
precise results. However, pipetting 
errors, clumping of spermatozoa cells, 
and variations in the size of the drop 
dispensed into each chamber could all 
create variations in spermatozoa count 
estimates between chambers in the 
hemocytometer and between repli-
cate samples from the same ejaculate. 
For example, if the operator dispenses 
a small drop into one chamber of the 
hemocytometer and a large drop into 
the other, a large standard deviation 
will result in the estimated concentra-
tion of spermatozoa averaged across 
chambers of the hemocytometer. 
Such errors could be exacerbated by 
untrained operators and lead to clinical 
mistakes. The main goal of this study 

was to determine whether these 
errors coincide with the operator’s 
level of experience.

Accuracy and precision are two 
terms used to describe a group of 
estimates. Accuracy is a measure of 
an estimate’s closeness to the true 
value, and precision is a measure 
of how close a estimates in a group 
are to each other, regardless of how 
close they are to the true value. While 
it would be valuable to quantify the 
accuracy of the hemocytometer, doing 
so requires knowing the true values. 
For the purposes of this study, accu-
racy was not questioned. However, 
precision of the hemocytometer can 
readily be estimated by comparing 
multiple values from the same sample 
(ejaculate), including replicates by 
the same operator as well as another 
operator. For this study, we determine 
the standard deviation (i.e., preci-
sion) of estimates of spermatozoa 
concentration between chambers 
of the hemocytometer and between 
replicate samples from a given 
ejaculate, as influenced by the degree 
of operator experience. 

Experimental Design
One hundred different samples 
(ejaculates) were obtained from a total 
of eighteen different dogs. The dog 
breeds used were Labrador Retrievers 
(8), Beagle (1), English Pointers (2), 
and Beagle-Corgi crosses (7). Dogs 
ranged from one to seven years of 
age with a mean of 4 years of age. 
All procedures were approved by the 
Auburn University Institutional Animal 
Care and Use Committee (IACUC 
#2009-1580).

“...the Neubauer hemocytometer has 
long been considered the standard by 

the World Health Organization.”



22 23

The inexperienced operator was 
trained in the proper use of the 
hemocytometer for a total of two 
hours. During this time, hands-on 
instruction was provided, and two 
practice samples, not included in the 
data collection, were counted. Proper 
procedure was posted 

in the laboratory so that the inexperi-
enced operator could quickly refer to 
protocol at any time, but no further 
hands-on instruction was provided.

Each ejaculate was quantified on a 
total of four hemocytometers, two 
by an experienced operator and two 
by an inexperienced one to obtain 
an inter-chamber and inter-replicate 
standard deviation for each operator. 
Both chambers of the hemocytometer 
were counted separately by each 
operator and averaged to provide 
an inter-chamber mean. This mean 
represents the concentration of 
spermatozoa for that hemocytometer. 
An estimate of the inter-chamber 
standard deviation was calculated 
from the individual counts of the two 
chambers. Each operator repeated 
this process a second time using the 
same raw ejaculate. The spermatozoa 

counts representing each hemocytom-
eter of the same ejaculate were  
then statistically averaged to obtain  
an inter-replicate mean. An estimate 
of the inter-replicate standard  
deviation was calculated from the 
averaged counts generated from  
the two replicates.

The mean concentration of each 
individual ejaculate as measured by 
each operator was grouped into three 
concentration categories that represent 
realistic spermatozoa concentrations 
in canines: <100 million cells/ml, 
100 – 200 million cells/ml, and >200 
million cells/ml. The standard deviation 
within each concentration category 
was analyzed to determine at which 
concentration the hemocytometer was 
the most precise. 

Materials and Methods
Neubauer Hemocytometer

Each operator followed a standard 
procedure for preparing each 
Neubauer hemocytometer (Figure 
2). A 1.98 ml unopette reservoir and 
20 µl capillary pipette were obtained. 
The spear end of the capillary pipette 

was used to create a hole in the top 
of the reservoir and then discarded. 
The raw semen sample was inverted 
three times to ensure homogenization, 
and the pipette was filled with 20 
µl of the semen sample via capillary 
action. The pipette was then placed 
pipette end down into the reservoir, 
and a meniscus was made three times 
to ensure even mixing between the 
semen sample and reservoir mixture, 
resulting in a 1:100 dilution ratio. After 
allowing the reservoir and semen 
mixture to equilibrate undisturbed for 
ten minutes, it was then used to fill 
the chambers of the hemocytometer. 
This was accomplished by inverting 
the pipette and turning the reservoir 
upside down to dispense one full 
drop of the mixture (20 µl) into each 
chamber of the hemocytometer. 
Once both chambers were filled, the 
hemocytometer incubated for four 
minutes in a humidity chamber. This 
incubation period allows the sample to 
settle, while also preventing evapora-
tion of the fluid. The hemocytometers 
were then counted using the method 
stated in the previous section. 

Figure 2. Method for preparing the Neubauer hemocytometer for 
this study: (a.) pipette is filled with 20 µl raw semen sample; (b.) 
sample is diluted 1:100 with reservoir mixture; (c.) each chamber 
of the hemocytometer is filled with 20 µl of raw sample (d.) loaded 
hemocytometer is incubated for four minutes in humidity chamber.
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Statistical Analysis

A linear mixed-effects model was 
used to statistically compare the 
standard deviation in inter-chamber 
spermatozoa counts, as well as 
inter-replicate spermatozoa counts, 
between the experienced and inex-
perienced operators. Thus, in these 
models, the response variables were 
either the estimated standard devia-
tion in inter-chamber spermatozoa 
or the estimated standard deviation 
in inter-replicate spermatozoa 
counts; the dependent variable was 
the operator experience level, and 
a random effect of ejaculate was 
included in these models as a blocking 
factor. A separate, similar mixed-
effects model was used to compare 
the standard deviation between sperm 
count categories for the inter-replicate 
counts.

Results
The results of the precision tests are 
summarized in Table 1. The standard 
deviation in estimated spermatozoa 
concentration between chambers 
of the hemocytometer run by both 
the experienced and inexperienced 
operator averaged 10.22 (± 1.22) 
million spermatozoa with a 95% 

confidence interval (C.I.). Standard 
deviation in estimated spermatozoa 
concentration between the two cham-
bers of the hemocytometer averaged 
1.97 (± 2.03; 95% C.I.) million sper-
matozoa higher for the inexperienced 
operator relative to the experienced 
operator; however, differences were 
not statistically significant  
at the α = 0.05 level (t281 =  
1.90, p = 0.058). 

Standard deviation in estimated 
concentration of spermatozoa 
between replicate samples for all 
ejaculates run by both the experienced 
and inexperienced operator averaged 
10.33 (± 2.16; 95% C.I.) million 
spermatozoa. Standard deviation in 
estimated spermatozoa concentration 
between replicate samples of the 
hemocytometer was estimated to be 
2.80 (± 1.96; 95% C.I.) million sper-
matozoa higher for the inexperienced 
operator relative to the experienced 
operator; however, differences were 
not significant (t99 = 1.43, p = 0.1562). 

When the sample concentration 
averaged less than 100 million cells/
ml, the standard deviation was 3.96 
(± 0.58; 95% C.I.) million spermatozoa 
cells. The standard deviation for a 
sample concentration between 100 

and 200 million cells/ml was 13.68 (± 
2.95; 95% C.I.) million spermatozoa 
cells, and the standard deviation for a 
concentration over 200 million cells/ml 
was 29.16 (± 11.52; 95% C.I.) million 
spermatozoa cells. The categorical 
grouping of spermatozoa concentra-
tion was a significant predictor of 
standard deviation in spermatozoa 
counts (F2, 98 = 43.29, p < 0.0001), 
with all three categories significantly 
different from each other (all t98 > 
4.67, p < 0.0001). 

Discussion
Results indicate that even between 
the two chambers of a hemocytom-
eter slide, estimated concentration 
of spermatozoa can easily vary by 
as much as 20 million spermatozoa 
from the mean. Similarly, even after 
minimizing such variation by using 
averages of both chambers, estimated 
spermatozoa concentration can vary 
between replicate samples by as 
much as 20 million spermatozoa 
from the mean. Although there is 
not a well-documented benchmark 
for a measure of clinical significance, 
an error of ≥ 15 million cells/ml is 
considered by some veterinarians 
to be a costly clinical mistake in 
canine reproduction (Wilborn, 

Table 1. Standard deviation between experienced and inexperienced operators and among varying concentrations.

Inter-chamberInter-chamber Inter-replicatesInter-replicates
Average Standard 

Deviation
10.22 (±1.22)10.22 (±1.22) 10.33 (±2.16)10.33 (±2.16)

Operator Difference Inexperienced 1.97 (±2.03) higherInexperienced 1.97 (±2.03) higher Inexperienced 2.80 (±1.96) higherInexperienced 2.80 (±1.96) higher

<100 million cells/ml 100-200 million cells/ml100-200 million cells/ml >200 million cells/ml
Average Standard 

Deviation
3.96 (± 0.58) 13.68 (±2.95)13.68 (±2.95) 29.16 (±11.52)



24 25

personal communication). If sample 
concentration is overestimated, too 
few spermatozoa may be used for 
an insemination dose, resulting in 
lower pregnancy rates and reduced 
litter sizes. On the other hand, when 
sample concentration is underesti-
mated, too many spermatozoa may 
be used for an insemination dose, 
and valuable semen that could have 
otherwise been used on an additional  
female may be wasted.

There was no significant differ-
ence between the precision of 
either inter-chamber counts or 

inter-replicate counts when run by 
an experienced operator versus an 
inexperienced operator. From a clinical 
standpoint, this is very important. 
Veterinarians are more efficient when 
time-consuming tests such as this one 
can be reliably performed by support 
staff such as veterinary assistants or 
technicians. Many veterinary practices 
have significant turnover in support 
staff and experience level varies 
greatly among these individuals. 
Therefore, it is critical to have a 
method of quantification that is highly 
repeatable with little training required.

In summary, the Neubauer hemo-
cytometer is a simple method for 
determining the concentration of 
canine spermatozoa. Although this 
method is considered the standard 
for accuracy, precision did vary and 
could contribute to clinical errors when 
calculating breeding doses for canine 
artificial insemination. The level of 
operator experience did not have a 
significant effect on results, indicating 
that this method would lend itself 
to use by properly trained veterinary 
support staff with results comparable 
to those achieved by the veterinarian.
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Frictional Properties  
of Ground Loblolly Pine Chips

Abstract
Biomass, such as ground wood chips, 

is a bulk material and therefore has 

the typical flow problems associated 

with bulk materials. The frictional 

properties (cohesion, flow index, and 

angle of internal friction) of ground 

loblolly pine chips obtained from 

different harvesting operations (clean 

chips, dirty chips, and residues) and 

ground through 1.588 mm and 3.175 

mm screens were measured. Grinding 

screen size did not significantly affect 

(P<0.05) the frictional properties of the 

samples. Cohesive strength and flow 

index of ground clean chips and dirty 

chips were significantly higher than 

those of ground residues. Based on 

flowability classification, the flow index 

value of 3.53 obtained for ground 

residues indicates that it has a cohesive 

flow behavior. Ground clean and dirty 

chips have easy flow behavior (flow 

index is 4.36). The angles of internal 

friction for ground clean chips, dirty 

chips, and residues were 45.2o, 44.9o 

and 46.2o respectively. The higher 

values of ash, cohesive strength, angle 

of internal friction, and flow index 

for the residues indicate that special 

handling and processing opera-

tions have to be carried out on the 

residues before they can be utilized in 

bioenergy applications. 

Introduction
The South is the primary wood-

producing region of the United States. 

Forestland covers 156 million acres 

or 60 percent of the land area in the 

southeastern part of the country 

(http://fia.fs.fed.us/). Over 60 percent 

of U.S. timber production comes from 

southern forests with loblolly pine 

being the most predominant wood 

species grown. With a decline in the 

pulp and paper manufacturing industry 

and in the solid wood products 

sectors due to reductions in housing 

construction, a significant amount of 

wood is available as biomass feedstocks 

for production of bioenergy, biofuels, 

and bioproducts (Frederick et al., 2008). 

Loblolly pine is the biomass feedstock 

that is predominantly available in the 

forestland of the southern part of 

the U.S. The three different products 

that are typically obtained from forest 

logging and chipping operations 

are: ‘clean’ chips, ‘dirty’ chips, and 

residues. Clean chips are produced 

from the stems of debarked wood. 

Dirty chips are chips produced from 

entire trees and typically include the 

stem, bark, branch wood, and leaves/

needles. Residues are the unused parts 

above the stumps of harvested trees 

including live standing or downed 

trees that are left on site after logging. 

To facilitate heat and mass transfer 

during bioenergy conversion processes, 

harvested trees need to be ground 

before they are fed into conversion 

equipment at the biorefinery plants. 

When trees are harvested, they are 

typically chipped into 25 to 50 mm 

sizes. Wood grinds are produced at 

the bioenergy conversion facility by 

grinding the chips into sizes of 1.0 to 

6.0 mm with a hammer mill. The final 

grind size depends on the bioenergy 

conversion process and the technology 

used. Direct grinding of trees is 

currently not a common practice 

because of the logistics of grinding on 

the forest land.

Since wood grinds are bulky in nature, 

they have flow problems that are 

typically exhibited by bulk materials. 

Core flow (as shown in Figure 1) is the 

default flow pattern out of storage 

containers, holding containers, and 

drying vessels for powder-like materials 

such as wood grinds. This flow pattern 

is characterized by powder discharge 

through a preferential flow channel 

that starts from the top of the stored 

material and results in a first-in/last-out 

discharge. The result is unreliable 

and inconsistent flow, and/or no flow 

caused by cohesive arching or the 

formation of a stable rathole (Iqbal and 

Fitzpatrick, 2006). Another problem 

with core flow is that powder around 

the walls and in the lower sections of 

the container remains there until the 

container is emptied. During ‘mass’ 
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flow, all of the material in the bin is in 

motion (i.e., there is ‘mass’ movement – 

Figure 1) whenever the discharge outlet 

is opened resulting in first-in/first-out 

flow sequence. This flow pattern is 

especially desirable for cohesive solids 

and fine powders that are typically 

poor-flowing because all of the 

material in the bin is in motion. The 

result is consistent and there is reliable 

flow from these containers (Iqbal and 

Fitzpatrick, 2006). Other advantages 

of mass flow include an absence of 

surging and flooding and minimum 

segregation of stored products 

(Roberts, 2005). Process optimization 

in biorefineries, such as gasification 

plants, requires a reliable flow from 

these containers. Unlike the core flow 

pattern that naturally occurs, special 

design considerations must be made 

for the mass flow pattern to occur. 

Flow properties (such as the angle 

of internal friction, flow index, and 

cohesive strength) are used to design 

hopper angles and outlet diameters 

necessary for mass flow of powder-like 

materials such as wood grinds.

Frictional (or flow) properties of 

powder-like materials are usually deter-

mined with a translational or rotational 

shear tester that generally involves 

applying shear force to a material until 

the material fails (McGlinchey, 2005). 

In a translational shear tester (often 

referred to as the Jenike shear tester), 

the bulk solid specimen is subjected 

to a normal stress. The material is 

then sheared by applying a gradually 

increasing horizontal force on the 

upper side of the shear cell. This causes 

the upper side of the shear cell to 

move relative to its lower side (i.e., 

shearing of the sample placed in the 

shear cell – Figure 2). A shear tester 

in which the relative displacement is 

achieved by rotation of the top of the 

bulk solid specimen relative to the 

bottom is called a rotational shear 

tester (Schulze, 2008). The rotational 

shear cell tester was initially developed 

to overcome the limited shear 

displacement that can be achieved with 

the Jenike shear tester. A more detailed 

description of the two shear tester 

types can be found in Jenike (1964) and 

in Barbosa-Cánova et al. (2005). A yield 

locus curve is obtained from the shear 

stress test. The curve is a plot of the 

shear stress required to cause sample 

failure versus the normal stress applied. 

The angle of internal friction and 

cohesive strength of the materials are 

obtained from the slope and intercept 

of the yield locus curve respectively. 

Wall friction properties are measured 

by replacing the base of a shear cell 

with a plate of the material that will 

be used to manufacture the hopper or 

storage container.

The angle of internal friction measures 

the friction between solid particles 

flowing against each other. Cohesive 

strength is a measure of the force 

of attraction or bonding tendency 

between particles of a bulk material 

(Bernhart and Fasina, 2009). Flow index 

is used to characterize the flowability 

of bulk materials (Table 1). The flow 

index is the inverse of the flow function 

obtained during flow behavior tests. 

The flow function is the slope of 

the plot of unconfined yield stress 

versus the major consolidating stress 

(Fitzpatrick et al., 2004). The plot is 

obtained by developing Mohr stress 

circles on the yield locus curves obtained 

for a sample at various consolidating 

stresses. In general, materials with a 

cohesion of less than 2 kPa and an angle 

of internal friction of less than 30o are 

amenable to handling using gravity 

alone (Puri, 2002).

Figure 2. Jenike shear tester modes of operation for measuring (a) flow 
function, (b) wall friction characteristics (Fitzpatrick, 2005).

Figure 1. Patterns of discharge from hoppers  
(Woodcock and Mason, 1988).
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Factors that have been documented to affect these 

flow properties include particle size, moisture 

content, and material composition (Fasina, 2006; 

Zulfiqar et al., 2006). The objective of this study was 

to measure the physical and frictional properties 

of wood grinds from loblolly pine clean chips, dirty 

chips, and residues.

Materials and Methods
Wood chips from different harvesting operations 

(clean chips, dirty chips, and residues left on field 

after harvesting) were ground through two screen 

sizes (1/8” and 1/16”) using a hammer mill (Glenn 

Mills Inc., Clifton, NJ). Ash, moisture, and volatile 

contents of the samples were analyzed according to 

ASTM Standard E1755 (ASTM, 2007), ASTM Standard 

E1756 (ASTM, 2008) and ISO Standard 562 (ISO, 2010) 

respectively. An IKA C200 bomb calorimeter (IKA 

Works Inc., Wilmington, NC) was used to measure 

the heating value of the samples. Physical properties 

of the ground samples that were quantified 

were particle density (Model 1340, Micromeritics 

Instrument Corp, Norcross, GA) and bulk density 

(Fasina, 2006). Average particle size was based on 

the equivalent sphere approach (i.e., diameter of the 

sphere that has a volume equivalent to the average 

volume of the particles) and was measured by a 

digital image particle analyzer (Camsizer, Retsch 

Technology, Haan, Germany).

A rotational type powder flow tester (Brookfield 

Engineering Laboratories, Middleboro, CA) was 

used to measure the friction properties (flow index, 

cohesion, and angle of internal friction).  

The tester was operated by loading a sample into 

the space between the inner ring and the outer ring 

of a sample trough. After determining the mass of 

the loaded sample, the trough and its contents were 

placed on a flow tester already fitted with a vane lid. 

The software supplied by the equipment manufac-

turer was then used to run the flow function test. 

The software returned the values for the friction 

properties of the tested sample. 

All of the above analyses were carried out in 

duplicate. Data analysis and plotting were carried 

out using Microsoft Excel software. Statistical 

analysis was performed on all data sets using 

SigmaPlot (version 12.3, Systat Software Inc., San 

Jose, CA) and SAS statistical software package 

(version 9.2, SAS Institute Inc., Cary, NC, 2011).  

Statistical testing was carried out at the 95% confi-

dence interval.

Results and Discussion
Values of the physical and chemical character-

istics of the ground loblolly pine wood chips are 

shown in Table 2. Statistical analysis using ANOVA 

and Duncan’s multiple range test showed that the 

physical properties (particle density, bulk density, 

and particle size) are significantly affected (P<0.05) 

by material type and grinding screen  

size. As expected, the sample type significantly 

affected (P<0.05) the chemical properties (ash, 

energy, and volatile contents) of the samples but 

screen size did not (P>0.15). Energy and volatile 

contents of the ground residues samples were about 

40% lower while the ash contents of the residues 

were several orders of magnitude higher than the 

corresponding values for ground samples from 

clean chips or from dirty chips. In addition, the ash 

contents of ground dirty chips samples were signifi-

cantly higher than those of clean chips. Dirty chips 

contain leaves, bark, and branches that may have ash 

contents of up to 10% (based on other analysis). 

Residues are being investigated for bioenergy 

utilization because residues left in the forest after 

biomass harvest impede forest regeneration, 

increase the risk of forest fire, and hinder recre-

ational use. Current technology to gather and collect 

residues after logging operations often results in 

contamination of the residues with soil, hence the 

significantly higher ash contents and lower volatile 

contents of the residues as shown in Table 2. These 

results show that the potential use of residues in 

bioenergy is questionable unless processes to gather 

and collect them are improved such that soil contam-

ination is minimized.

Table 1. Classification of powder flowability by flow index (Jenike, 1964).

Very Cohesive Cohesive Easy Flowing Free Flowing

Flow Index (FI) FI < 2 2 < FI < 4 4 < FI < 10 FI > 10
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Cohesive strength increased linearly with an increase in 

consolidating pressure as shown in Figure 3 for ground 

clean chips samples. A similar linear relationship was 

obtained for ground dirty chips and residues samples. 

Parallel line analysis in SigmaPlot showed that the linear 

relationships for all the samples were not significantly 

affected by size and that the ground clean chips and 

dirty chips were not significantly different from each 

other. Consequently, the cohesion data for ground 

samples from clean chips and dirty chips were pooled 

and a linear equation (Equation 1) was developed to 

relate their cohesive strength to major consolidating 

stress, σc (Figure 4). The corresponding equation for 

residues can be found in Equation 2. 

Ground clean and dirty chips (through 1.588 mm and 

3.175 mm screens) 

C = 0.0509 σc + 0.0334		  R2 = 0.9711	 (1) 

Ground residues (through 1.588 mm and 3.175 mm 

screens) 

C = 0.0637 σc + 0.0412		  R2 = 0.9864	 (2) 

For each feedstock type, the angle of internal friction of 

the ground sample was not significantly affected by size. 

However, the angle of internal friction for residues were 

significantly (P<0.05) higher than those of clean chips or 

dirty chips. The average angles of internal friction were 

44.9o, 45.2o, and 46.2o  for the dirty, clean, and residues 

respectively. The implication is that this study and other 

related studies (Fasina, 2006; Chevanan et al., 2009; Bhadra 

et al., 2009) indicate that ground biomass materials do 

not meet one of the two criteria listed by Puri (2002) for 

gravity flow; i.e., the angle of internal friction is not less 

than 30o. Our laboratory is currently working on systems to 

reduce the angle of internal friction of biomass materials.

Statistical testing showed that screen size did not signifi-

cantly affect the unconfined yield strength values at the 

different consolidating stresses for each of the three 

sample types. 

Figure 3. Effect of screen size on cohesion of clean wood chips 
ground through 1.588 mm and 3.175 mm screens. 

Figure 4. Fitted and experimental data of cohesion of ground clean 
and dirty wood chips, and residues.

Figure 5. Unconfined yield stress versus major consolidating stress 
for ground clean and dirty chips, and residues.

results
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This is similar to the results obtained by Fasina (2006) 

on the effect of screen size on strength behavior of 

peanut hull, switchgrass, and poultry litter. Similar 

to the cohesive strength results, the flow function 

of clean chips was not significantly different from 

that of dirty chips; however, the flow function of the 

residues were significantly different from those of 

clean chips and dirty chips. Consequently, the flow 

function data of clean chips and dirty chips were 

lumped together and a linear fit was used to relate 

the unconfined yield stress to the major consoli-

dating stress (Figure 5). A separate linear fit was 

developed for the flow function data of the ground 

residues as given below. 

Ground clean and dirty chips (ground through 1.588 

mm and 3.175 mm screens)

UYS = 0.2296σc	 R2 = 0.9664		  (3)

Ground residues (ground through 1.588 mm and 3.175 

mm screens)

UYS = 0.2836σc	 R2 = 0.9767		  (4)

The flow indices (obtained from the inverse of the 

slopes of Equations 3 and 4) for ground clean/dirty 

chips and for ground residues are 4.36 and 3.53 

respectively. The flow indices indicate that the ground 

clean/dirty chips are easy flowing while the ground 

residues are cohesive (see classification in Table 1). 

This result is not surprising because the residues 

have a higher angle of internal friction and a higher 

cohesive strength. The use of residues in bioenergy 

applications will therefore require special handling 

and discharge methods from silos and storage vessels 

before the material can be fed into biorefinery unit 

operation equipment. 

Conclusion
It can be concluded from this study that the quality 

(based on ash, volatile, and energy content) of 

residues from forest harvest operations is signifi-

cantly lower than those of clean chips or dirty chips. 

The presence of ground residues in forest-based 

feedstock destined for bioenergy applications may 

present flow problems in discharge hoppers and 

feeders. The flow index value of 3.53 for the ground 

residues indicates that it is cohesive in nature. The 

frictional properties of forest biomass feedstock were 

not significantly affected by grinding screen size 

(1.588 mm and 3.175 mm). 

Table 2. Properties of ground wood chips affected by grinding screen size and sample type.  

Sample Source

Property/screen size (mm)

Clean chips Dirty chips Residues

3.175 1.588 3.175 1.588 3.175 1.588

Energy content (J/g) 19705a* 19549a 20068a 19546a 12552b 10378b

Volatile content (%) 83.1a 85.4a 81.9a 83.5a 48.4b 43.1b

Ash content (%) 0.41a 0.26b 0.61c 0.65c 26.67d 34.62e

Particle density (kg/m3) 1423a 1438b 1392c 1410d 1621e 1727f

Bulk density (kg/m3) 217.1a 225.9b 260.0c 236.0d 275.4e 353.6f

Avg. particle size (mm) 1.335a 1.179b 1.230c 0.928d 0.699e 0.557f

*different letters in a row are significantly different at P < 0.05.
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Abstract
Pseudomonas aeruginosa is an opportunistic pathogen 
present in several chronic infections that exhibits resistance to 
antimicrobial therapy. P. aeruginosa exhibits increased resis-
tance due to its ability to genetically adapt when confronted 
with the selective pressures of a chronic inflammatory environ-
ment. Though many studies have been performed that char-
acterize these genetic adaptations, an in vivo model has not 
been developed to study the correlation between the levels of 
chronic inflammation and resulting genetic variants. Therefore, 
we developed a dermal wound porcine model to simulate 
chronic inflammation. The samples collected from this model 
were screened for phenotypic and genotypic diversification. 
The characteristics of the isolates identified from the model 
mirror the results of several in vitro studies and also present 
opportunities for characterization of new phenotypes. In par-
ticular, the successful isolation of mucoid variants is a standard 
indication of the progression to chronic infection. Through this 
model, we have developed an approach to understand the 
variants of P. aeruginosa induced by chronic inflammation to 
direct new antimicrobial therapies.

Introduction
The opportunistic pathogen, P. aeruginosa is present in 
several infections including those associated with urinary 
tracts, catheter and indwelling biodevices, chronic wounds, 
and respiratory tracts of cystic fibrosis (CF) patients. In fact, P. 
aeruginosa is the major pathogen involved in the respiratory 
infections of CF patients, and respiratory failure is the major 
cause of death in 95% of patients with CF (Baynham et al., 
1999; Ramsey and Wozniak, 2005). Pathoadaption is the 
mechanism by which opportunistic pathogens such as P. aeru-
ginosa are able to persist in the inflammatory environment of 
a chronic infection. Pathoadaption occurs when P. aerugino-
sa is exposed to components of the host immune system and 
antimicrobial therapies, resulting in an adaption to this environ-
ment by diversifying into genetic and phenotypic variants with 
enhanced biofilm formation and antimicrobial resistance. Thus, 
P. aeruginosa has evolved into a paradigm of the study of 
bacterial evolution in the presence of antibiotic and innate host 
immunity pressures. By replicating the chronic inflammatory en-
vironment in a dermal wound model, we hoped to observe the 
genetic and phenotypic diversification of P. aeruguinosa due 
to chronic inflammation. By controlling the length and treatment 
of infection, we hoped to create different levels of inflammation 
in order to discern the specific factors that produce particular 
variants. P. aeruginosa possesses several characteristics that 
allow it to persist in these chronic inflammatory environments 
(Mann and Wozniak, 2012). Common and important variants 
of P. aeruginosa include mucoid and rugose small colony 
variants. Mucoid variants of P. aeruginosa are character-
ized by an overproduction of the exopolysaccharide alginate, 
a non-repetitive partially O-acetylated polymer of D-β-1,4-
mannuronic acid and α-L-guluronic acid, with a shiny, mucus 
like appearance in vitro (Ramsey and Wozniak, 2005). 
Two characteristics of alginate enhance the persistence of P. 
aeruginosa: intricate biofilm architecture and protection from 

Figure 1. I l lust ration of porcine 
burn wound model. Boxes rep -
resent wounds; red and green 
t riangles represent co -inoculation 
with PAO1 (P. aeruginosa) and 
19606 (A. baumannii ). Control 
wounds were inoculated with 
mock saline. Collection by 
punch biopsy occurred every 7, 
9, 14, 28, or 35 days. Yellow 
boxes represent t reatment by 
surgical debridement.
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the innate and adaptive immune systems. Biofilms contain-
ing the O-acetylated polymer of alginate exhibit a complex 
architecture, consisting of large microcolonies separated by 
water channels. In addition to this specialized biofilm struc-
ture, alginate scavenges free radicals released by activated 
macrophages in vitro and prevents neutrophil chemotaxis and 
complement activation (Ramsey and Wozniak, 2005). These 
characteristics explain why isolation of mucoid P. aerugi-
nosa from the sputum samples of CF patients is associated 
with a worsening prognosis (Baynham et al., 1999). Rugose 
small colony variants (RSCV) have also been isolated from the 
chronic lung infections of CF patients. These variants possess 
an enhanced ability to form biofilms and therefore exhibit a 
greater resistance to antimicrobial treatment (Starkey et al., 
2009). In this paper, we investigate the pathoadapation of P. 
aeruginosa by screening for these phenotypic and genotypic 
variants in a chronic wound model. 

Materials and Methods
Ex vivo samples from a chronic porcine burn wound model 
were screened for P. aeruginosa genetic and phenotypic 
variants (Figure 1). In this model, wounds are co-inoculated 
with wild type P. aeruginosa, PAO1, and Acinetobacter 
baumannii, strain 19606. Three randomly distributed punch 
biopsies from a wound were collected at time points of 7, 9, 
14, 28, or 35 days. The collected tissue was homogenized 
and banked frozen at -80°C with 10% skim milk. Both control-
mock saline inoculated and experimental bacterial inoculated 
samples were screened (n = 175). Each homogenate was 
thawed and then diluted using 1X PBS buffer. Dilutions ranged 

from 101 to 10-6 depending upon the previously determined 
colony forming units (CFU) of the sample. All samples were 
grown at 37°C. Each sample was initially plated onto 1/2X 
Pseudomonas Isolation Agar (PIA). Colonies with the morpho-
logical characteristics of mucoid or rugose small colony vari-
ants (RSCV) were plated onto Vogel-Bonner Minimal Medium 
agar (VBMM) (Moody and Hassan, 1982). Colonies that 
absorbed Congo red dye from the VBMM agar were streaked 
for isolation. Colonies that demonstrated a distinct phenotype 
on VBMM were grown overnight in 5 mL of Lysogeny broth 
(LB) or LB with no NaCl. DNA was isolated from the resulting 
culture by following the Wizard Genomic DNA Purification Kit 
protocol (Promega). Polymerase chain reaction (PCR) was per-
formed with universal 16S ribosomal primers because the 16S 
rRNA region does not exhibit a significant mutation rate (Janda 
and Abbott, 2007). Samples determined to have analogous 
16S rRNA bands with PAO1 by gel electrophoresis were puri-
fied following the PCR purification kit protocol (Qiaquick) and 
sequenced. The sequences were then compared to the PAO1 
16S rRNA sequence provided by the Pseudomonas Genome 
Database (Winsor et al., 2011). A culture of mucoid isolate M1 
was grown in LB broth to an optical density of 0.5 to observe 
and quantify biofilm formation. One (1) mL of this sample was 
grown in capillary flow cell (Ibidi), fixed with paraformalde-
hyde, stained with LIVE/DEAD stain (Invitrogen), and imaged 
with confocal microscopy. For positive comparison, a mucoid 
strain of P. aeruginosa (PDO300) was grown under the same 
conditions. A psl dot blot, an alginate dot blot, and carbazole 
alginate assay were performed according to the methods 
outlined in Kintner and Van Buren (1982).  

Figure 2. Mucoid colony morphology as deter-
mined by the appearance of opaque or green 
t ranslucent colonies with thick, shiny secretions.

Figure 3. Mucoid clinical isolate FRD1 
(lef t) st reaked on 1/2X PIA. RSCV isolate 
MJK8 (right) st reaked on VBMM agar.
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Results 

Phenotypic Identification and Sequencing  
of Variants

Thirteen variants were selected from the 175 total samples and 
screened for more detailed analysis if they exhibited either a 
mucoid or rugose small colony variant phenotype. Phenotypic 
identification was determined by visual comparison to the 
mucoid morphology exhibited in Figure 2, as well as the mu-
coid clinical sputum isolate FRD1 (Figure 3) and RSCV isolate 
MJK8 (Figure 3). Sequencing results are only available for ten 
variants due to the inability to purify sufficient DNA. Isolates 
identified to be of a genus other than Pseudomonas are 
considered contaminants (Table 1). Though each wound was 
co-inoculated with Pseudomonas aeruginosa (PAO1) and 
Acinetobacter baumannii (strain 19606) with the goal of 
studying the mechanism of each pathogen, this paper focuses 
solely on Pseudomonas isolates. The presence of two strains 
is not expected to have affected the results of either isolate 
due to the lack of a sterilized environment during the course of 
infection and the variation in the nature of treatment of each 
wound. These conditions introduced contamination, a source 
of natural competition, and therefore eliminated potential 
competition between the two strains. The term “chronic” was 
assigned to the infection described above due to the following 
factors: an unsterilized environment, treatment of the wound site 
which ranged from no treatment to surgical debridement, and 
the length of time of infection, the longest being 35 days. 

Biofilm Growth and Quantification

Once isolate M1 was determined to be PAO1-derived by 16S 
rRNA sequencing, several assays were performed to observe 
and quantify biofilm growth and composition. Figure 4 shows 
confocal imaging of biofilm growth in a flow reactor cell.  
The imaging demonstrates the ability of M1 to form tall, tightly 
packed microcolonies, while PD0300 demonstrates thicker, 
shorter microcolonies. In attempt to identify the composition 
of M1’s biofilm, both an alginate and a psl dot blot were 
performed (Figure 5). Both dot blots reveal that M1’s biofilm 
contains neither alginate nor psl, the common exopolysaccha-
rides of P. aeruginosa. This lack of alginate was confirmed 
by an alginate assay (Graph 1). 

Discussion
Previous studies have thoroughly investigated the in vitro dif-
ferentiation of P. aeruginosa and characterized the potential 
molecular adaptations that promote this differentiation and 
subsequent survival in a host environment. Several sputum 
isolates from chronic respiratory infections of CF patients have 
also been studied in great detail. However, to our knowledge, 
no previous studies have developed a chronic infection model 
designed to represent the chronic inflammation that is believed 
to induce the molecular adaption of wild-type P. aeruginosa 
(PAO1). This model allows the investigation of the progression 

Table 1. Results of 16S rRNA sequencing indicate the presence of a PAO1 derived mucoid isolate and contaminant bacteria.

Figure 4. Biofilm growth 
of M1 (lef t) compared to 
growth of mucoid PDO300 
(right). 20X magnification.

Isolate Phenotype Sequence  
Identification (genus)

Figure Identification

BF45 -D35 -T3A 2 Muco i d P seudomonas M1

BF45 -D14 -T2A1 Muco i d En t e r o co c cu s M2

BF20 -D7-T1B3 RSC V Bac i l l u s R1

BF44 -D35 -T3B1 RSC V In su f f i c i e n t R 2

BF45 -D35 -T3A 2 RSC V En t e r o co c cu s R3

BF28 -D7- C1A3 RSC V Bac i l l u s R4

BF20 -D7-T1A3 RSC V In su f f i c i e n t R5

BF37-D56 -T3B3 RSC V M i c r o co c cu s R6

BF14 -D14 -T2B RSC V In su f f i c i e n t R7

BF37-D56 -T3B2 RSC V Kocu r i a R8
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of molecular adaption and formation of biofilms in response 
to chronic inflammation. In the screening of 175 samples, we 
discovered a wide variation in colony morphology that can 
be partially attributed to the presence of contaminant bacteria. 
More significantly, the amount of samples screened as well as 
the identification of characteristic P. aeruginosa isolates suggest 
that the morphology differences can also be attributed to the 
selection of P. aeruginosa variants that possess the ability to 
endure chronic in vivo infection. In particular, the identification 
of the mucoid isolate from experimental sample BF45-D35-
T3B1 (earlier referred to as M1) as PAO1-derived confirms 
the results of previous studies that P. aeruginosa converts from 
non-mucoid PAO1 to a mucoid phenotype when subjected to 
chronic inflammation from the host’s immune system (Mathee 
et al., 1999; Song et al., 2003). Interestingly, the sample M1 
was isolated from an untreated wound with the longest time of 
infection used in this study (35 days), eliminating antibiotic or 
other routine wound care treatments as a means of inducing 
the change. We propose this bacterial response is due to a 
response to the immune factors of the host, not antimicrobial 
or surgical debridement therapy. The isolation of a mucoid 
morphology also parallels the isolation of the mucoid clinical 
CF sputum isolate FRD1, suggesting our model may be repre-
sentative of the chronic infectious environment of a CF patient. 
Elucidation of the mechanisms underlying each of these mor-
phological changes and comparison to previously determined 
adaptive mechanisms is an interesting aspect for future study, 
requiring whole genome sequencing for mutations in the algi-
nate synthesis pathway and other important biosynthetic loci. 
When comparing the biofilm of the mucoid isolate M1 with 
a biofilm of the known mucoid strain PDO300 a noticeable 
difference in the mode of growth was observed. . The mucoid 
isolate demonstrated aggregation into distinct clusters of biofilm 
matrix, commonly referred to as “towers” or “mushrooms,” while 

the PDO300 biofilm exhibited a thicker, more even growth. The 
formation of these densely packed microcolonies is attributed 
to the production of the polysaccharide psl, which has been 
deemed necessary for both mucoid and non-mucoid biofilm 
growth. Also, strains that produce a large amount of psl exhibit 
a densely packed biofilm (Mann and Wozniak, 2012; Ma et 
al., 2012). Based upon these previous conclusions, we expect-
ed that the biofilm of isolate M1 would be primarily composed 
of psl polysaccharide. However, the results of the psl dot blot 
disproved this assumption by indicating that no psl polysaccha-
ride was present in the biofilm of M1. For this reason, an algi-
nate dot blot and assay were performed to ascertain whether 
the biofilm was composed of alginate, the primary polysac-
charide present in mucoid P. aeruginosa biofilms. Both of these 
methods yielded the result that alginate was not present in the 
biofilm of M1. The absence of psl and alginate polysaccha-
rides may indicate a uniquely composed biofilm created by a 
chronic inflammatory environment. However, these preliminary 
results must be validated by replication or by increasing the 
selection of variants sequenced. Particularly, a full characteriza-
tion of the M1 isolate including whole genome sequencing and 
determination of biofilm composition should be conducted. The 
variants identified through this project present several interesting 
avenues for future research, including complete characterization 
of an apparent mucoid PAO1-derived variant that was isolated 
from a chronic wound. This isolate could be used to identify 
new or confirm previously seen genotypic variations. Another 
future direction is to measure the response of the isolates to the 
inflammatory species present during in vivo chronic infection 
in order to observe the resulting changes in bacterial function. 
From these observations, the changes that occur preceding 
to phenotypic differentiation could be assessed and targeted 
in the development of therapeutics for treatment of chronic P. 
aeruginosa infections.     

Figure 5. Alginate dot blot (lef t) and psl dot blot (r ight) indicate that the biofilm of 
M1 contains neither alginate, nor psl. Each label corresponds to the dot direct ly 
above or below it. Some dots may not be readily evident due to low concentrations. 
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10 -1
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10 -2
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10 -3 
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10 -41:10,000
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10 -5
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0.05 mg/mL
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0.005 mg/mL
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Abstract
Articular cartilage plays a pivotal role 
in the mechanical function of a joint. 
Understanding the unique abilities and 
mechanical properties of articular cartilage 
is important in preventing, diagnosing, and 
treating damage. It is believed that variation 
of cartilage thickness strongly influences 
the overall function of the joint. Therefore, 
this study explores how articular cartilage 
thickness correlates with types of equine 
joints and the articular surfaces within the 
joints. The average thickness of three different 
equine joints which undergo a variety of 
loads and ranges of motion was determined 
via a Bruker CETR machine. Seven articular 
surfaces were tested: (1) medial and (2) 
lateral condyles of the distal third metacarpus 
in the fetlock joint; (3) medial aspects of the 
distal radius and (4) proximal radial carpal 
bone of the radiocarpal joint; (5) distal radial 
carpal bone and (6) proximal third carpal 
bone of the midcarpal joint; and (7) medial 
femoral condyle of the stifle joint. Results 
indicate that the mean articular cartilage 
thickness of the stifle joint was significantly 
greater than both the carpus and fetlock 
joints in all six horses analyzed (p < 0.05). 
There was a difference (p = 0.35) in the 
cartilage thickness of the carpus compared 
to the fetlock joint. Within the carpus, the 
radiocarpal joint cartilage thickness was 
found to be significantly greater than that 
of the intercarpal joint (p < 0.05). However, 
in the fetlock joint there was no significant 
difference between the thickness of articular 
cartilage of the medial and lateral condyles of 
the distal cannon bone.

Introduction
Articular cartilage is the smooth, white fibrous 
load bearing connective tissue that covers the 
ends of bones, known as the articular surface. 

Articular cartilage is classified as a porous, 
viscoelastic material composed of solid and 
liquid phases; the solid phase is elastic and 
acts as a porous membrane that allows the 
fluid to flow through the cartilage. This model 
of cartilage is known as the biphasic model 
(Lu and Mow, 2008). The articular surfaces 
come together to form a synovial joint, which 
is the most common and most movable joint 
in a mammal. Articular cartilage plays a 
pivotal role in the mechanical function of a 
joint.  Healthy articular cartilage reduces the 
force required to create movement between 
articular surfaces, provides the articular 
surfaces with protection from damage, and 
reduces pressure on the articular surfaces by 
redistributing impulse due to weight-bearing 
activities such as running or jumping. How 
different mechanical properties of articular 
cartilage contribute to its unique abilities is 
extremely important in preventing, diagnosing, 
and treating damage to articular cartilage. 

This study focuses on three equine joints: the 
stifle joint, the carpus joint, and the fetlock joint 
(Figure 1). The stifle joint is located in the hind 
legs of the equine, whereas the fetlock and 
carpus joints are located in the front legs. As 
a result, the carpus and fetlock joints support 
similar loads and impacts, as they are located 
axially in relation to one another. The static 
weight bearing loads of the fetlock, equivalent 
to that of a human wrist, and carpus joints are 
greater than that of the stifle joint due to the 
body weight distribution of an equine. The 
hind limbs, and therefore stifle joint, act as the 
primary means of propelling the horse forward.

Cartilage thickness is believed to be a major 
contributing factor to the longevity and 
mechanical performance of a joint, as the 
articular cartilage is the primary means 
for distributing contact stresses within the 
joint. Studies suggest that articular cartilage 
thickness in regions with cartilage-to-cartilage 

Comparison of Articular Cartilage 
Thickness in Cadaveric Equine Limbs
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contact is greater than the thickness of 
cartilage in non-contact regions. It is believed 
that this increased cartilage thickness reduces 
contact stresses and friction within the area 
of contact (Li et al., 2005). Since different 
joints undergo different loads and motions, our 
hypothesis is that articular cartilage thickness 
varies for different equine limb joints.

Methodology
 Joint Harvesting

A total of twelve sets of left equine limb 
joints were obtained from equine cadavers 
acquired by the Alabama State Diagnostic 
Lab. Following necropsy, gross dissection 
of the joints specific to our research and in 
healthy condition was performed. All fetlock 
joints were removed at mid-cannon bone 

and mid-pastern bone; carpus joints were 
removed at mid-radius and mid-cannon 
bone; stifle joints were condensed to distal 
femur and proximal tibia. Fine dissection was 
then performed to disarticulate the articular 
cartilage surfaces of interest within the joint. 
Excess tissue was removed from each joint 
and surfaces were cut to an appropriate 
sample size using a band saw. Within the 
fetlock joint, the entire distal articular surface 
of the cannon bone was collected and divided 
into (1) medial and (2) lateral aspects. Only 
the medial aspects of the radiocarpal and 
midcarpal joints within the carpus were 
tested. The surfaces of interest were the (3) 
distal radius and (4) proximal radial carpal 
bone of the radiocarpal joint and the (5) distal 
radial carpal bone and (6) proximal third 
carpal bone of the midcarpal joint.  

Figure 1. Location of three equine joints tested in this study. 
Thickness of articular cartilage in these joints is believed to 
significantly influence functionality.

Figure 2. Tested equine joint surfaces. (A) Fetlock joint: 
(1) medial aspect, (2) lateral aspect of distal surface of the 
cannon bone; (B) Carpal joint: (3) distal radius and (4) 
proximal radial carpal bone of radiocarpal joint, (5) distal 
radial carpal bone of midcarpal joint and (6) proximal third 
carpal bone of midcarpal joint; (C) Stifle joint: (7) medial 
femoral condyle.

Figure 3. A sample plot used to determine cartilage thickness. 
The first X represents the initial needle contact with cartilage. The 
second X represents the initial needle contact with the cartilage-
bone interface, and the O represents the point at which the needle 
pierces the cartilage.

Joint Fetlock Carpus Stifle
Surface Medial (1) Lateral (2) Distal  

Radius (3)
Proximal Radial 
Carpal Bone (4)

Distal Radial  
Carpal Bone (5)

Proximal 3rd  
Carpal Bone (6)

Medial Femoral 
Condyle (7)

Thickness 0.833 0.852 0.883 0.914 0.729 0.599 2.026

Table 1. The average articular cartilage thickness, in millimeters, of each surface tested. 
Numbers correspond to surfaces tested (see Figure 2).
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The articular surface of interest within the 
stifle joint was the (7) medial femoral condyle 
located in the femorotibial joint. These 
surfaces are shown in Figure 2.

Needle Probe Testing

The needle probe tests were performed on 
a Bruker CETR UMT-3 tribometer via a high 
sensitivity load cell within a maximum of 
46 hours postmortem with average tests 
performed within 13 hours postmortem. A 
25-gauge hypodermic needle was mounted 
vertically below the load cell. A 25-gauge 
needle was chosen because it is stiff enough 
not to deflect during the test but thin enough 
to easily penetrate the cartilage surface. 
Saline was added to the dissected cartilage 
samples in a flat-bottomed acrylic container 
until the entire sample was submerged. The 
sample and container were then placed just 
beneath the hypodermic needle and load cell 
in the CETR machine.

A custom testing sequence was created and 
was performed five times on each sample. 
The sequence displaced the needle vertically 
downward at a rate of 0.02 mm per second 
until the load cell registered a force greater 
than or equal to 2.5 N. A force of 2.5 N was 
chosen based on repeated observations of 
the force output when the needle contacted 
the articular bone. A sampling rate of 1000 
Hz was used, gathering 1000 data points per 
second. Each of the five tests was performed 
in a linear progression across the load 
bearing surface of each sample with 3 to 5 mm 
separating adjacent testing locations.

The force data and the vertical displacement 
data from each test was then output into a 
CSV file. A Savitzky-Golay smoothing filter 
was applied to the data in MatlabTM. The 
Savitzky-Golay method was chosen instead of 
a moving weighted average filter because it 
tends to preserve features of the distribution, 
such as relative maxima and minima, an 
important aspect to this type of data analysis.

The data was normalized so that the initial 
needle force just before contact was zeroed. 
The vertical displacement position at which 
the load cell detected an increase in force was 
determined to be the surface of the articular 
cartilage. This point of surface contact was 
indicated by an increase in slope calculated 
over vertical displacements of 0.02 µm, 0.2 
µm, 0.4 µm, 2.0 µm, and 5.0 µm. Using visual 

inspection, a slope ranging from 0.4 N/µm to 
1.4 N/µm was observed to coincide with the 
point of surface contact, with between 0.5 N/
µm or 0.7 N/µm coinciding the majority of the 
time. Therefore, a slope value of 0.5 N/µm was 
used in the program to automatically detect 
when the needle contacted the cartilage 
surface. The contact point corresponded to  
an average threshold force of 0.0321 N.

A sudden decrease in detected force was 
determined to be the vertical displacement 
position at which the needle pierced the 
surface of the cartilage. This data point was 
marked by determining the maximum value 
and corresponding index on a range from 
the first data point to the minimum value and 
index of the numerically differentiated data. 
A sudden increase in detected force was 
determined to be the vertical displacement 
position at which the needle contacted the 
subchondral bone. 

Similar to the method of determining the point 
of surface contact, a slope value greater than 
3.0 N/µm calculated over vertical displacements 
of 0.02 µm, 0.2 µm, 0.4 µm, 2.0 µm, and 5.0 µm 
was used to numerically determine the point of 
subchondral bone contact.

A thorough visual inspection of each plot was 
performed to insure the numerically chosen 
data points were consistent. Threshold slope 
values were adjusted only when required. To 
determine the thickness of the cartilage, the 
displacement position of the subchondral 
bone contact was subtracted from the 
displacement position of the initial cartilage 
surface contact, as shown in Figure 3.

Results
The average thickness of each joint surface 
was calculated, as shown in Table 1. Results 
show the medial and lateral surfaces within 
the fetlock joint are very similar (p = 0.71), 
implying no statistical difference between 
articular cartilage thickness of the medial and 
lateral surfaces of the fetlock.

Data collected from the four surfaces within 
the carpus joint was statistically analyzed 
using a mixed model for analysis of variance 
and Scheffe’s test for multiple comparisons, as 
shown in Table 2. Results indicate the articular 
cartilage thickness of the proximal third carpal  
bone surface was statistically different from 
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the distal radius (p = 0.0013) and proximal 
radial carpal bone (p = 0.0002) surfaces. 
Also, the articular cartilage thickness of 
the proximal radial carpal bone surface 
was statistically different from the distal 
radial carpal bone surface (p = 0.0452). The 
articular cartilage thicknesses of all other 
carpal surfaces were statistically equivalent.

Figure 4 shows the overall average articular 
cartilage thickness calculated for each of 
the three joints using all of the data collected 
from each joint. Results indicate the stifle had 
significantly thicker articular cartilage than 
both the carpus and the fetlock.

The thickness of articular cartilage in the 
carpus and fetlock joints are statistically 
equivalent (p < 0.001), while the thickness of 
articular cartilage in the stifle compared to 
the carpus and fetlock is statistically different 
(p = 1.00).

Discussion
The results presented verify the hypothesis 
that articular cartilage thickness varies 
between different equine limb joints. Even 
though the overall average thicknesses of the 
carpus and fetlock joints did not prove to be 
significantly different from one another, they 
did prove to be significantly different from 
the thickness of the stifle joint. The correlation 
between cartilage thickness and loading 
capacity has been a topic of great discussion 
(Li et al., 2005). Ateshian et al. (1991) 
hypothesized that areas of thicker cartilage 
correspond to joint surfaces which support a 
greater load. In contrast, Eckstein et al. (2002) 
have suggested that an increase in cartilage 
thickness has an adverse effect on the 
ability to transmit loads due to the biphasic 
properties that characterizes cartilage. 
Although it was suggested that articular 
cartilage thickness is related to loading in a 
directly proportional manner, in that a joint 

Region Compared to Region P Value Conclusion
Distal Radius (3) Proximal Radial Carpal Bone (4) 0.9716 Not Statistically Different

Distal Radius (3) Distal Radial Carpal Bone (5) 0.1280 Not Statistically Different
Distal Radius (3) Proximal Third Carpal Bone (6) 0.0013 Statistically Different

Proximal Radial Carpal Bone (4) Distal Radial Carpal Bone (5) 0.0452 Statistically Different
Proximal Radial Carpal Bone (4) Proximal Third Carpal Bone (6) 0.0002 Statistically Different

Distal Radial Carpal Bone (5) Proximal Third Carpal Bone (6) 0.3237 Not Statistically Different

Table 2. Statistical significance of cartilage thickness data.

Figure 4. Mean articular cartilage thickness by 
joint. Although the carpus and fetlock joints had 
similar thickness, the thickness of the stifle joint 
was significantly greater.  
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supporting a greater load requires thicker 
cartilage, our results do not support this 
hypothesis. In addition, because the surface 
area of the stifle is much larger than that of 
the fetlock and carpus, it should experience a 
significantly lower pressure.

Since the contact area of the individual 
joints is required in order to determine the 
precise pressures experienced in each joint, 
it is suggested that further studies focus on 
the relationship between contact area and 
pressure distribution changes during loading 
in the stifle joint. These results would allow a 
comparison of articular cartilage thickness 
related to contact area and pressure to be 
determined and enable loading and articular 
cartilage thickness to be compared (Li et al., 
2005). Previous studies of this relationship 
exist for the third carpal bone. The results 
indicate an increase in contact area with an 
increase in load, as well as an increase in the 
mean pressure for certain area of the joint 
(Palmer et al., 1994). Likewise, these results 
demonstrate that the mechanics of the stifle 
joint in particular may be more complex than 
simple relationships based on joint size and 
amount of load supported by the joint.

Another possible explanation relating to 
articular cartilage thickness, contact area, 
and pressure distribution pertains to the type 
of joint. The radiocarpal joint is a hinge joint 
with ball and socket movement, whereas 
the midcarpal is a door hinge type joint. 
Also, proximity to the body may play a role 
in pressure distribution which may affect 
cartilage thickness, as the stifle is the most 
proximal joint and also maintains the highest 
mean cartilage thickness. Therefore, this 
study cannot come to a conclusion based on 
cartilage thickness and total load carried in 
the joint based on our results.

Conclusion
This study showed significant differences 

in the thickness of the articular cartilage 

between the carpus and the stifle joints, as 

well as between the fetlock and the stifle 

joints. The carpus and fetlock joints were 

not found to have statistically different 

articular cartilage thicknesses. Within the 

fetlock joint, the thicknesses of the articular 

cartilage of the medial and lateral aspects 

were not found to be statistically different. 

Within the carpus joint, the thickness of 

the articular cartilage of the proximal third 

carpal bone was statistically different from 

the distal radius and proximal radial carpal 

bone. Also, the thickness of the articular 

cartilage of the proximal radial carpal bone 

surface was statistically different than that 

of the distal radial carpal bone surface. This 

study is inconclusive with regards to the 

relation between cartilage thickness and the 

load-bearing capacity of the joints. Further 

work is required to explore the complexities 

of this topic.
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Microwave Effects Relevant 
to Antimatter Traps

Abstract 
We investigate the effect of microwaves on hydrogenic 
Rydberg atoms in strong magnetic fields in order to 
determine if microwave ionization will be present in the 
current generation of antihydrogen traps. We examine 
what microwave electric field magnitudes and microwave 
frequencies are required to ionize the atoms in strong 
magnetic fields. We compare results for a ramping, non-
oscillating electric field in the presence of microwaves 
to calculations that do not include microwaves from 
reference (Donnan et al., 2011). We present classical 
calculations for an initial quantum bound state of n = 40 
and several magnetic field strengths for comparison. 
Lastly, we examine the effect of a weak microwave field 
on recombination in an ultracold neutral plasma, which 
mimics the three-body recombination (3BR) that occurs 
in antihydrogen traps. We show that weak microwave 
fields generated with sufficiently low power should have 
no effect on the ionization of Rydberg antiatoms or on 
recombination in an ultracold plasma.

Introduction
Microwave ionization of Rydberg atoms is a well-studied 
phenomenon in the field of atomic physics. Fu et al. 
(1990), Griffiths and Farrelly (1992) and Kappertz and 
Nauenberg (1993) provide a very small number of exam-
ples of this phenomenon in their research. In studying 
antimatter, physicists seek to minimize the amount of 
ionization; ionizing any potentially trapped antihydrogen 
atoms leads to fewer trapped antihydrogen atoms in 
each experimental shot. Microwaves are used as a tool 
to study antimatter because one of the easiest precision 
measurements to perform on trapped antihydrogen 
is hyperfine spectroscopy. Hyperfine spectroscopy, 
where the positron flips its spin, requires microwaves 

to drive the transition between the two hyperfine 
states. Hyperfine spectroscopy is currently the only 
spectroscopic measurement that has been performed on 
antihydrogen (Amole et al., 2012). Strong magnetic fields 
are present in every apparatus of the current generation 
of antihydrogen trapping experiments, and strong electric 
fields are used to control antimatter plasmas in some 
traps. (Anderson et al., 2011; Enemoto et al., 2010 and 
Gabrielse, 2010). Thus, this investigation is aimed at 
understanding how these magnetic and electric fields 
influence the microwave ionization process. We aim 
to discover if microwave ionization will affect current 
antimatter experiments. 

Numerical Methods
We present calculations for microwave electric fields 
large enough to ionize Rydberg hydrogen atoms in the 
presence of the strong magnetic fields present in the 
traps. Donnan et al. (2011) showed that strong magnetic 
fields can significantly influence the field strength 
required to ionize the atoms. We investigate the ioniza-
tion dynamics with strong microwave fields to examine 
any possible resonance conditions. By introducing a 
ramping, non-oscillatory electric field, we simulate the 
effect of the electrodes that are being used to guide 
positron and antiproton plasmas in an antimatter trap 
(Anderson et al., 2011). We reduce the microwave elec-
tric field strength to an experimentally feasible value, i.e., 
0.46 V cm-1, and examine the effect of a weak microwave 
field on ionization. Lastly, we examine the effect of weak 
microwaves on recombination in an ultracold plamsa. 
Ultracold plasmas have recently become a topic of great 
interest in atomic physics (Rolston, 2008). We believe 
the recombination in an ultracold plasma is analogous to 
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the three-body recombination (3BR) process by which it 
is believed antihydrogen is formed, where two positrons 
collide within the field of an antiproton leaving one bound 
to the antiproton and one with more energy (Butler, 2011). 
The atomic system used in this paper is an electron 
orbiting a proton. Assuming no charge-parity-time (CPT) 
violations, the calculations are accurate for antihydrogen 
as well. All calculations are for an initial quantum bound 
state of n = 40.

We use several approximations to model the case of 
microwave ionization. Firstly, we take the nucleus to be 
infinitely massive and fixed in space at the origin of our 
coordinate system. This is a good approximation because 
the antiatoms contained in the traps move fairly slowly 
(on the order of 100 m s-1) which means that the time 
scale of the electron’s motion is much shorter than that 
of the nucleus. We use the following form to model the 
electric field term from the microwave

				  

where Emw(t) is the time-dependent microwave strength, 
E0  is the electric field maximum, ω is the angular 
frequency of the microwave and t is the time in the simu-
lation. Here we have neglected the spatial term usually 
found in an equation describing an electromagnetic wave. 
We make this approximation because the spatial term 
is multiplied by a factor of the wavenumber which is 1/c 
smaller than the angular frequency for an electromagnetic 
wave. Using the same reasoning, we neglect the micro-
wave magnetic field term, as it is 1/c smaller than the 
electric field term and will not contribute significantly to 
the motion. 

We choose to introduce the microwaves along the z-axis, 
such that

                                                                                                                    

We choose a simple directionality for the application 
scheme in order to represent an experimentally feasible 
set-up in our calculations.

Emw = Emwz (2)

Eramp(t) = twid              ln (1+e t   )
Emax
t f inal( ) t

wid (3)

dr

dt
= v

dv

dt

 e(Emw(t)+ Eramp(t)+v×B)
=

me

(4a)

(4b)

We use the same method as the electric fields modeled 
by Donnan et al. (2011). This method gives an electric field 
term of

 

                                                        

Here twid is taken to be 0.5% of the total run time, tfinal. 
Emax is the value of the electric field at tfinal. The reader 
should note that Emax and E0 are not the same. We give the 
electric field this form in order to ensure a smooth turn-on 
around the point t = 0 and linear behavior when t is larger 
than . Calculations begin at negative time to ensure a 
smooth turn-on of the electric field, typically between -2 
and -5 nanoseconds before t = 0. We again choose the 
directionality of the field to be parallel to the z-axis. 

We choose a magnetic field of varying strength 
depending on the calculation being run. The magnetic 
field is also parallel to the z-axis, giving the following 
equations of motion

                                                                                                                              

where r is the position of the electron, v is the velocity 
of the electron, e is the charge of the electron, me is the 
mass of the electron, and B is the magnetic field, Eramp(t) is 
not present in the calculations without the non-oscillating 
electric field. 

We solve the equations of motion using a fourth-order, 
adaptive step-size Runge-Kutta algorithm (Press et al., 
1992). This method is not symplectic so care must be 
taken to combat numerical drag. To minimize this effect, 
in each run we carefully observe conserved quantities 
for the systems being simulated. Unfortunately, when 
changing electric fields are present, typical momentum 
quantities are not conserved. For our configuration of 
electric and magnetic fields only the canonical angular 
momentum about the z-axis is conserved. If we observe a 

(1)Emw(t) = E0cos (–ѡt)
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significant change in the conserved quantity (on the order 
of a 1% change over the course of the simulation), we 
reject the data. Less than 0.5% of all runs were rejected. 

To best simulate the starting state of the electron bound to 
a proton through 3BR, we use a microcanonical ensemble 
for the starting phase space coordinates of the electron in 
each trajectory. A microcanonical ensemble gives a spread 
of angular momentum for a fixed energy. This is a good 
approximation because it is nearly impossible to determine 
the exact starting conditions of the antihydrogen formed 
in the various traps due to n-l mixing by the electric fields 
present in the traps. This also allows us to pick a starting 
principal quantum bound state (which fixes the energy) for 
each set of trajectories, which makes the results easier 
to interpret. As previously mentioned, we use principal 
quantum number n = 40 in our simulations.

The ultracold plasma simulations are of a different nature 
than the previously discussed simulations. The previous 
simulations deal with only one moving body, but the 
ultracold plasma codes are many-body simulations. Other 
simulations with the same codes found convergence using 
100 electrons and 100 ions (Niffenegger et al., 2011), so we 
adapt that same number of particles for this simulation.

Ion and electron motion in the plasma is simulated 
using the fourth-order, adaptive step-size Runge-Kutta 
algorithm and similar accuracy checks are performed. We 
ensure that the energy drift per particle is less than 0.01 K 
for every run. In no run is this condition met or exceeded. 
We use a soft-core model for the potential to decrease 
the computing time needed to run the simulation without 
changing the physical results (Niffenegger et al., 2011). 
Because the simulations are of a finite number of parti-
cles, we use a box with wrapping boundary conditions 
such that when a particle exits one side of the box, that 
particle reappears on the opposite side of the box. For the 
starting conditions of the ions and electrons, we randomly 
place ions in the box and start the electrons within 
roughly 20 Bohr radii of the ions with a radial velocity 
away from the near ion. The near ion is given the opposite 
momentum of the electron to conserve momentum. We 
use a velocity value of the electron that simulates that 
of a photoionized electron in a typical ultracold plasma 
experiment. This ensures that the energy of the atom 
equals that of the vacuum threshold of the ion-electron 
system of photoabsorption.

Results
Figures 1 through 3 present calculations of the ionization 
rates with only microwaves and the magnetic field. 
Though our simulations covered a range of microwave 
frequencies from 18 GHz to 60 GHz, we present only 
data for the microwave frequencies that gave the highest 
ionization rates. There is resonance-like behavior located 
at ~41 GHz (40 GHz and 42 GHz give the greatest 
ionization rates). This is a somewhat unanticipated value 
because the Larmor angular frequency for an electron in 
a 0.25 T magnetic field is ~44 GHz. It is unknown why 
the greatest ionization occurs at this frequency. Figure 
1 presents decay curves for atoms in a 0.25 T magnetic 
field for a microwave field strength of 50 V cm-1. Figures 
2 and 3 present similar calculations for different magnetic 
field strengths. The scaling of the greatest ionization 
frequency does not follow that of the Larmor angular 
frequency of an electron in a magnetic field, as seen in 
Figures 2 and 3. 

Figure 4 presents results with the ramping, non-
oscillatory field added to the equations of motion. We 
chose to simulate 40 and 42 GHz for the microwave field 
due to results discussed in the previous section. We did 
not see any qualitative or quantitative difference between 
the 40 and 42 GHz cases. We reduced the microwave 
electric field strength  to 10 V cm-1. We chose 1000 V cm-1 
for the ramping field strength (see Figure 6 of Donnan 
et al. (2011) for comparison). The 60 ns ramp does not 
quite have twice the length of the 30 ns ramp, indicative 
of microwaves contributing to the ionization for the given 
values. Figure 4 presents these decay curves. 

For experimental reasons (ALPHA Collaboration, personal 
communication, 2012) having to do with the amount of 
power that can be effectively run through a microwave 
horn, we present simulations with and without microwave 
electric field strengths of 0.46 V cm-1 (Figure 5). We used 
a ramp time of 2400 ns. At these microwave electric 
field strengths, two orders of magnitude below previous 
simulations, we see the effect of the microwaves vanish. 

Lastly, we performed simulations of an ultracold plasma 
with and without the microwave field strength of 0.46 V 
cm-1 that was given to us by the experimentalists (ALPHA 
Collaboration, personal communication, 2012). We found 
no difference with respect to the number of recombined 
atoms, meaning that microwaves should play no effect on 
the 3BR that forms the antihydrogen.
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Figure 2. Decay curves for a 0.5 T magnetic field 
and a microwave electric field strength of 50 V 
cm-1. The curves correspond to microwave  
frequencies as follows: red-36 GHz, green-38 
GHz, blue-40 GHz, magenta-42 GHz, light 
blue-44 GHz and yellow-46 GHz. The maximum 
ionization occurs at ~42 GHz.

Figure 1. Decay curves for a 0.25 T magnetic 
field and a microwave electric field strength 
of 50 V cm-1. The curves correspond to micro-
wave frequencies as follows: red-36 GHz, 
green-38 GHz, blue-40 GHz, magenta-42 GHz, 
light blue-44 GHz and yellow-46 GHz. The 
maximum ionization occurs at ~41 GHz.

Conclusion
We have shown the effects that microwaves can have in 
the high magnetic fields present in current antimatter traps. 
We have shown that at experimentally feasible parameters, 
microwaves should not cause further ionization of Rydberg 
antihydrogen. By running at microwave powers low enough 
not to ionize the trapped antihydrogen as it decays to the 
ground state but still high enough to induce quantum transi-
tions between ground hyperfine states, microwaves should 
continue to prove a useful tool for the analysis of the first 
element on the anti-periodic table.
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Figure 5. Decay curves for a 2400 ns ramp time 
and microwave strength of 0.46 V cm-1 (red) and 
0 V cm-1 (green). These parameters were chosen 
for experimental reasons. The effect of the micro-
waves is shown to be negligible in that the two 
curves overlie one another.

Figure 3. Decay curves for a 1 T  
magnetic field and a microwave electric field 
strength of 50 V cm-1. The curves correspond 
to microwave frequencies as follows: red-36 
GHz, green-38 GHz, blue-40 GHz, magenta-42 
GHz, light blue-44 GHz and yellow-46 GHz. 
The maximum ionization occurs at ~44 GHz.

Figure 4. Decay curves with the addition of a non-
oscillatory, ramping electric field in a microwave electric 
field of 10 V cm-1. The ramping electric field ramped from 
near-zero (as discussed in the text) to 1000 V cm-1 over the 
prescribed time. The curves correspond as follows: red-40 
GHz, 30 ns ramp time; green-42GHz, 30 ns ramp time; 
blue-40 GHz, 60 ns ramp time; and magenta-42 GHz 60 ns 
ramp time. Because there is no qualitative or quantitative 
difference between the two microwave frequencies, the 
green and red curves overlie one another, as do the blue 
and magenta curves.
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Mapping Social Vulnerability for Earthquake 
Hazards in Salt Lake County, Utah

Ryan Hile, Philip L. Chaney

Abstract

Salt Lake County, Utah, is the home of Salt Lake 
City and more than a million people. The Wasatch 
Fault, an active fault zone, runs north-south 
through the county and the city. Past research 
related to earthquake hazards in the county has 
utilized geological methods aimed at identifying 
fault geometry and recurrence. Modern hazards 
research, however, assesses not only natural earth 
processes but also the role of humans in enhancing 
or reducing risk to hazards. This project assesses the 
human component of earthquake hazards in Salt 
Lake County by establishing a social vulnerability 
index for the county. The index is composed of 
seven social factors: population under the age of 
18, population over the age of 65, race, housing 
occupancy, total population, gender, and housing 
value. These factors represent the study population’s 
access to resources and political power, disaster 
event response capability, physical/structural 
vulnerability, and population stress (e.g., population 
density or need for resources). The social factor data 
were combined and normalized (and given equal 
weight) to create an index of social vulnerability for 
the county.  Social vulnerability within the county 
was generally low, with the exception of small, 
disconnected areas of high vulnerability within 
the Salt Lake City metropolitan area. The social 
vulnerability index created in this study identifies 
areas of concern as a means to improve future 
hazard awareness, preparedness, and mitigation 
practices in Salt Lake County.

Introduction

Research in natural hazards is growing in 
importance as people face significant change in 
our environment, change that often involves a 
major natural hazard intersecting with human life 
(Bogardi, 2006). A natural hazard is defined as 
a physical process that has the potential to affect 
human life and property. The impact in terms of 
loss of life and economic losses from natural hazards 
in cities around the world is growing (Tobin and 
Montz, 1997). As such, society needs to better 
understand the challenges posed by these hazards.

Hazards have been viewed historically as simple 
geophysical processes that occasionally burden 
human life and are merely a nuisance. This view, 
most strongly held following the industrial era of 
the late 1800s, has shaped hazard management 
policy for almost a century (Oliver-Smith, 2004). 
This attitude has persisted despite a major shift in 
how hazards were viewed by researchers in the last 
half century, a shift that led to acknowledgment 
and investigation of the connection between human 
systems and natural hazards (Burton et al., 1978). 
Subsequent decades brought new methods for 
assessing the human element of natural hazards, 
such as Blaikie’s Pressure and Release model 
and Cutter’s Hazards of Place model (Blaikie et 
al., 1994; Cutter, 1996). These models allowed 
researchers to investigate social factors that 
increased a region’s susceptibility to harm from 
natural hazards. These studies ultimately seek to 
improve hazard management practices and protect 
lives and property.
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Earthquake Hazards in Salt Lake 
County, Utah

The study site for this research is Salt Lake County, 
home to Salt Lake City, the capital and most 
populated city in Utah. Over a million people reside 
in Salt Lake County, most of whom live within or 
in close proximity to Salt Lake City (USCB, 2012). 
This area faces a dire future as geophysicists have 
predicted that the local fault system, the Wasatch 
Fault, will produce a significant (magnitude 6.5 or 
greater), possibly surface-rupturing earthquake in 
the near future (UGS, 1996). Hazard studies have 
focused on earthquake occurrence probabilities 
and infrastructure loss estimates (Gori, 2000). 
Consequently, there remains a gap in hazard 
research with respect to the potential impact  
on society.

This project is part of a larger study to analyze 
the earthquake hazard in Salt Lake County based 
on  contemporary hazards research methods. 
The project utilizes the social vulnerability index 
(SoVI) component of Cutter’s (1996) Hazards 
of Place model. The project is an applied study 
of the social vulnerability of Salt Lake County, 
using the methods found in Cutter’s (2000) work 

in Georgetown County, South Carolina. In this 
project, a SoVI is developed for Salt Lake County 
to identify the most socially vulnerable locations 
and to determine the unique character of social 
vulnerability in the county. The SoVI will be 
utilized in future work as the social component of a 
place vulnerability assessment for the county.

Natural Hazards Assessment Models 
and Social Vulnerability

Social vulnerability has become a significant area 
of study in recent years as a result of the models 
developed by Blaikie et al. (1994), Cutter (1996), 
and others. These models allow for a quantitative 
view of a suite of social factors that are understood 
to amplify hazard vulnerability, such as age, 
race, income, social infrastructure, and gender. 
These factors represent limited access to resources 
and political power, limited disaster response 
capabilities, physical vulnerability, and social 
infrastructure (e.g., community organization and 
municipal infrastructure), collectively (Blaikie  
et al., 1994; Tobin and Montz, 1997; Cutter et al., 
2000).  Across the globe, hazards researchers are 
seeing consistent affirmation that these factors play 
a major role in the impact of a natural disaster. 
The means by which these models address the 
relationship of social factors to natural hazards 
varies to some degree, but they all seek to determine 
how those factors can contribute to increased 
risk (described by vulnerability) or decreased risk 
(described by resilience) from hazards (Blaikie et al., 
1994; Cutter, 1996).

Cutter’s (1996) Hazards of Place model places 
importance on the integration of both the physical 
and human elements of natural hazards through 
the utilization of both physical vulnerability 
spatial models and social vulnerability spatial 
models. Statistical modeling is performed using a 
computer-based geographic information system 
(GIS) to identify areas of high vulnerability for 

Figure 1. Salt Lake County study area (with highways, metropolitan area, and the Great 
Salt Lake shown). Inset shows the county’s location within Utah. 
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both physical and social factors. These areas are 
combined in the GIS using spatial analysis tools 
to produce the Hazards of Place model, which 
illustrates the intersection of the human with the 
physical elements of vulnerability.

Mapping Social Vulnerability in Salt 
Lake County, Utah

This study utilized Cutter’s (1996) Hazards of Place 
model over the Blaikie et al., (1994) Pressure and 
Release model because the Cutter model provides 
a more in-depth focus on social characteristics; 
the Pressure and Release model emphasizes 
geophysical processes, while Cutter’s model gives 
equal consideration for geophysical processes and 
social factors. The specific indicators used for this 
study were demographic statistics from the U.S. 
Census Bureau for population under the age of 
18, population over the age of 65,  race, housing 
occupancy, total population, gender, and housing 
value (value was derived from Salt Lake County 
parcel data from the Salt Lake County Assessor’s 
office). These indices were selected on the basis of 
previous work (Cutter et al., 2000; Schmidtlein et 
al., 2008).

Demographic data were collected from the Salt 
Lake County Assessor’s Office (parcel data for the 
wealth factor) and the U. S. Census Bureau. The 
census data consisted of TIGER shapefiles (a GIS 
format) of Salt Lake County’s census blocks from 
the main Census Bureau website and demographic 
tables (U.S. Census Bureau, http://quickfacts.
census.gov).  This collection of data allowed for the 
isolation of the seven social factors to be considered 
in this study’s SoVI.

The data were processed into a usable format for 
both GIS analysis and for the construction of the 
index. For all of the data from the Census Bureau, 
this simply involved removing extraneous data 
from the demographic data tables and isolating 
the statistics necessary for each of the specific 
social factors. Once the data were pared down 
in the tables, index scores were calculated with 
standardized values for each of the seven social 

factors. The index values using the census data 
were calculated as described below. The block value 
for a social factor was divided by the total county 
value for that factor to produce a ratio, a, from 
the block to the county, then the ratio divided by 
the maximum ratio value, max a, for all blocks to 
normalize the data: 
 

The end result of this procedure was the calculation 
of a standardized value for each social factor 
for each census block on a zero-to-one scale; 
zero indicates low vulnerability with increasing 
vulnerability to the highest value, one (Table 1).

Once the calculations were complete, the tables 
were attached to the census blocks. A table join 
was used in a GIS application to append the 
demographic tables to the attribute table of the 
census block data using the block identification 
number, a unique number assigned to each census 
block by the Census Bureau and found in both the 
census block data and the demographic tables.

Processing the parcel data required a different 
method, as the parcel data are housed in a different 
spatial division than the census blocks. The parcel 
data had to be translated to the census block which 
was accomplished using a spatial join function 
in a GIS application. This method is inherently 
statistically biased, however, as are all methods of 

Table 1. Example calculation of vulnerability index score for population.  Source: 
Adapted from Cutter et al., 2000.

(block value) ÷ (county value) = a; a ÷ max a = index score (1)
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(block value) ÷ (county value) = a; a ÷ max a = index score (1)

spatial areal comparisons (Openshaw, 1984). The 
bias comes as a result of the selection of enumeration 
boundaries when aggregating point data, and has 
been identified in the literature as the Modifiable 
Areal Unit Problem (MAUP) (Openshaw, 1984; 
Wong, 2004). The MAUP, however, has yet to have 
an established solution, leaving researchers in the 
position of having to acknowledge the issue when 
conducting studies with different areal divisions 
(Wong, 2004). The spatial join function in GIS 
software is a tool designed specifically to address 
the joining of data between different areal divisions 
in a bias-minimizing manner. During the join 
process, the software was directed to calculate the 
mean value of houses within each census block. The 
mean house value for each census block was used 
to calculate an index value for the wealth factor for 
each census block using the following calculation: 
the mean house value of the block was subtracted 
from the mean house value of the county, which 

allowed for negative numbers that were removed 
by adding the absolute value of the maximum, max 
a, of that difference for each block. This value was 
divided by the maximum value of that calculation 
for all blocks to produce a standardized score like 
that for the other six factors: 

                          

Once all the index values of the social factors had 
been calculated and attached to the census blocks, a 
final index-value was obtained by adding all of the 
index values for a census block and dividing the sum 
by the maximum value. This final value represents 
the total vulnerability, as described by the seven 
social factors used, for a given census block (Table 
2 and Figure 2). To simplify the visualization of 
social vulnerability across the county, the ten classes 
(corresponding to the zero-to-one range of values) 
were compressed to five using an equal-interval 
method and to make the classes readily identifiable 
at the scale of the Figure 2.

Social Vulnerability Characteristics of 
Salt Lake County, Utah

The spatial pattern of higher vulnerability blocks 
(areas with an index score of ≥ 0.7) in Salt Lake 
County occurs within the metropolitan area of Salt 
Lake City in disconnected concentrations (Figure 
3). These blocks are highlighted in red.  The most 
vulnerable block, labeled 1 on Figure 3, possesses 
high index scores (> 0.7) in five of the seven 
vulnerability characteristics: a high population of 

Table 2. Example calculation of vulnerability index score for wealth.  Source: Adapted 
from Cutter et al., 2000.

Figure 2. The social vulnerability index of Salt Lake County, Utah. Seven social 
factors were used to create the model: age (<18, >65), race, housing occupancy, 
total population, gender, and house value.

mean county value − mean block value = a ; 
|maxa|+a = b; b÷maxb = indexscore             (2)
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people younger than eighteen, a high proportion of 
females to males, a high housing occupancy, a high 
number of non-white individuals, and low house 
values. This particular block also has the highest 
vulnerability index value for the whole county.  
Another block of concern, labeled 2 on Figure 3, 
possesses high index scores in four of the seven 
vulnerability characteristics: a high population of 
people younger than eighteen, a high proportion 
of females to males, a high housing occupancy, a 
high number of non-white individuals. These are 
the only similarities between these two blocks. The 
other blocks in the area of interest share similar 
component index scores, connecting the census 
blocks statistically even though they do not appear 
to be spatially related.

Some concerns may be raised with the social factors 
selected, however. The major concern is the use 
of house value from the county parcel dataset as a 
metric of wealth. The value of a house can change 
through time, and does not necessarily reflect the 
owner’s income. An array of situations may cause 
an individual to own a house that does not relate 
to their income level.  Thus, using house value as 
a measure of wealth may not be an appropriate 
metric. That being said, it is the only publicly 
available data that contains spatial data possibly 
related to wealth and is necessary for indices, such 
as this vulnerability index, to aid in understanding 
the relative wealth of an area, as long as outlier data 
is considered.

Conclusions

Social vulnerability in Salt Lake County 
exhibits disconnected areas of high vulnerability 
concentration. The areas appear to be disconnected 
in a spatial sense, being several miles apart, though 
there may be other factors that link these areas. 
Further study is needed to enhance the SoVI to 
determine if there is any connection between 
these areas. The characteristics of vulnerability in 
Salt Lake County are that of a high population of 

individuals under the age of eighteen, a low  
measure of wealth, a high number of non-white 
individuals, and a large number of individuals 
occupying a single living space. In summary, the 
successful creation of the SoVI gives a description  
to the unique nature social vulnerability in the 
county, which can be used to add a new dimension 
to the assessment of earthquake hazards in Salt 
Lake County.

The creation of a social vulnerability index is 
a necessary step for conducting contemporary 
hazards research. It allows social factors to be 
quantitatively joined to physical hazard analyses in 
order to describe the nature of potential disasters 
in a given area. On its own, the SoVI can inform 
about disparate social conditions in the region 
analyzed. Combined with physical analyses, the 
SoVI illustrates where human harm may occur 
in a natural disaster situation, which is valuable 
information for disaster response coordinators, 
planners, policy makers, and others who are 
involved with hazards and disasters. The SoVI 
described in this paper will be joined with various 
earthquake data to identify key areas of concern 
for Salt Lake County in the event of a major 
earthquake event.

Figure 3. Census blocks with index scores ≥0.7. The figure is scaled to show that all of the blocks 
with high vulnerability are located within the Salt Lake City metropolitan area. Numbers indicate 
the two census blocks with the highest vulnerability scores as discussed.
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Effectiveness of Continuous-catch 
Doors for Removing Wild Pigs

Trenton N. Smith, Mark D. Smith

Abstract
Wild pigs (Sus scrofa) are invasive, non-native animals and their 

populations have increased dramatically in the United States over the 

past 20 years. Now found in more than 45 states, wild pigs cause 

over $1.5 billion/year in crop damage nationally and over $30 million/

year of agriculture and forestry damage in Alabama. As such, private 

landowners, agricultural producers, and state and federal agencies 

have allocated significantly greater resources toward managing wild 

pig damage. Lethal removal, through the use of cage, corral, or box 

traps, remains the most cost-effective, efficient, and practical means for 

managing local wild pig populations. Whereas the specific dimensions 

of these traps may vary, trap doors typically fall into two designs: 

continuous-catch and single-catch. Continuous-catch doors are one-

directional doors that allow additional animals to enter the trap after 

the door is initially triggered closed. This is achieved by door panels 

that swing open in one direction only, allowing animals to enter the 

trap but not exit. Continuous-catch doors have been advocated as the 

preferred door design based solely on intuitive reasoning that these 

doors will allow additional pigs to enter the trap after the door closes 

and result in a greater number of individuals being captured. However, 

anecdotal evidence from several professional wild pig trappers sug-

gests continuous-catch doors rarely result in additional captures once 

the trap door closes. In this project, we examined the relative effec-

tiveness of three continuous-catch door designs (root, saloon, trainer) 

to allow additional wild pigs to enter closed traps. This study was 

conducted on four sites in central and southwest Alabama during the 

summer of 2011. Results from data collected over only one season of 

one year indicate the overall entrance through closed continuous-catch 

doors was minimal (4.9%), refuting commonly held beliefs that these 

doors substantially increase capture rates of wild pigs.  

Introduction
Wild pigs (Sus scrofa) are invasive, non-native animals and their popu-

lations have increased dramatically in the United States over the past 

20 years with free-ranging populations now found in more than 45 

states. Wild pig management presents a unique challenge in that pigs 

pose a threat not only to agricultural crop producers, but also to forest 

landowners, livestock producers, sportspersons through contact with 

diseased animals, and those tasked with managing the environmental 

and ecological services of natural landscapes. For example, wild pigs 

cause over $1.5 billion/year in crop damage nationally (Pimental, 

2007), more than $30 million/year in Alabama (Shui et al., Auburn 

University, unpublished data), and over $81 million in 2011 in south-

west Georgia (Mengak, 2012). Wild pig impacts to agricultural crops 

include consumption, rooting, and trampling of crops such as corn, 

wheat, beans, peanuts, cotton, fruit trees, and small grains and rooting 

in pastures resulting in loss of forage and  or damage to machinery 

(Engeman et al., 2007).

Whereas agricultural damage by wild pigs has been well documented, 

there exists a paucity of information regarding their impact on native 

flora, fauna, and ecosystems. It is presumed this damage may equal 

or exceed estimates of crop damage. Engeman et al. (2003a, 2003b) 

estimated wild pig rooting caused $1.2 to 4.0 million in damage to 

unique basin wetland systems and adjacent uplands in Savannas Pre-

serve State Park in Florida. Moreover, wild pigs have been consistently 

cited as one of the greatest modifiers of natural habitats (Cushman 

et al., 2004) negatively impacting microbial composition in streams 

(Kaller and Kelso, 2006), local reptile and amphibian populations 

(Jolley, 2007), and nest success of many ground-nesting birds (Rollins 

and Carroll, 2001). Wild pigs are also competitors with native wildlife 

for food resources such as acorns (Henry and Conley, 1972) and 
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Figure 1. Examples of trap door designs: single-catch door (A) and continuous-catch door (B). When baited and set correctly, 
simple, wooden, single-catch doors will capture multiple pigs before the door is triggered. However, when the door is triggered  
and closes no more pigs may enter through single-catch doors. Continuous-catch doors (metal, hinged doors) may also catch multiple 
pigs before the door is triggered, but do have the potential to allow additional pigs to enter the trap after the door closes.

may displace desired wildlife species such as white-tailed deer and 

turkeys (Holtfreter, Auburn University, unpublished data). In forested 

landscapes, wild pigs may depredate hardwood seedlings (Mayer et 

al., 2000), suppress regeneration and sprouting of saplings (Ickes et al., 

2003), and uproot seedlings (Lipscomb, 1989), in addition to rooting 

and trampling of recreational food plots.

Wild pigs are capable of carrying numerous diseases and parasites 

that may affect livestock (Corn et al., 2004, Hartin et al., 2007, 

Wyckoff et al., 2009), humans (Davidson, 2006), and may also serve 

as agents for bioterrorism (Ditchkoff and West, 2007). Swine brucel-

losis, pseudorabies, trichinosis, tuberculosis, vesicular stomatitis, and 

classical swine fever are of significant concern to livestock produc-

ers. Corn et al. (2004) reported prevalence of pseudorabies virus 

antibodies in 38% of wild pigs (n = 100) collected from 10 sites in the 

southeastern United States. Wyckoff et al. (2009) reported prevalence 

of pseudorabies and swine brucellosis antibodies in 30% and 11% of 

wild pigs tested in southern Texas, respectively. Although confinement 

operations may reduce exposure risk of domestic swine to brucellosis 

and pseudorabies, fenced or corralled swine may experience greater 

risk of exposure. Wyckoff et al. (2009) reported that 19% (7 of 37) of 

radio-marked wild pigs had contact with domestic pigs in Texas and 

found greater visitation of wild pigs to pens containing domestic swine 

than empty pens.

Given the magnitude and diversity of damage caused by wild pigs, 

many landowners and natural resource managers implement removal 

programs to reduce damage. Of several abatement techniques avail-

able (e.g., recreational hunting, electric fencing, opportunistic shooting, 

hunting with dogs), lethal removal using corral style traps is the most 

cost-effective and practical means for managing local wild pig popula-

tions. As such, many aspects of wild pig trapping have been studied. 

For example, Williams et al. (2011a) reported corral traps having four 

times greater capture rates than box traps in Georgia, whereas Cho-

quenot et al. (1993) reported that an estrous sow was ineffective at 

enticing trap-shy adult boars to traps. Likewise, Williams et al. (2011b) 

reported greater duration of feeding bouts of wild pigs at sites baited 

with dry whole kernel corn than soured corn or a mix of soured and 

dry corn. Considering the many aspects of trapping that have been 

evaluated, it is surprising that no studies have examined the effective-

ness of frequently recommended continuous-catch doors for trapping 

wild pigs.

Continuous-catch doors, such as saloon and root style doors, use hinged 

door panels that permit one-way entry of pigs into a trap after the 

door initially closes, whereas single-catch doors (e.g., falling or guillotine 

doors), by nature of their design, do not permit entry of additional pigs 

into the trap after initial door closure (Figure 1). Continuous-catch doors 

have been advocated as the preferred door design based solely on 

intuitive reasoning that the ability of these doors to allow additional 

pigs to enter the trap once the door closes will result in greater capture 

rates. However, anecdotal evidence from several professional wild 

pig removal specialists suggests continuous-catch doors rarely result in 

additional captures once the trap door closes. Given the widespread 

use of trapping as a primary wild pig removal technique throughout the 

United States, coupled with the greater cost of continuous-catch doors, 

it is imperative that natural resource professionals tasked with wild pig 

removal understand the relative costs and benefits of these door types 

when allocating resources within removal programs.
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Although both trap door designs (continuous- and single-catch) will 

effectively capture wild pigs when used properly, the cost of steel or 

aluminum continuous-catch doors (approximately $300) is significantly 

greater than that of simple wooden single-catch doors (approximately 

$40). This cost differential equates to approximately the price for one 

complete three-panel corral trap with a wooden single-catch door. 

Because total trap cost is frequently the primary factor driving the 

number of traps a landowner may construct and use (the financial 

investment), and the type of trap door used will significantly influence 

this cost, it is important to determine whether or not the added ex-

pense of continuous-catch doors will result in greater capture rates. If 

capture efficiency is similar between door types (i.e., no additional pigs 

enter through continuous-catch doors once the door closes) it would 

be beneficial to reallocate financial resources to the construction of 

additional traps with single-catch doors rather than a single trap with 

a continuous-catch door. Therefore, the objective of this study was 

to evaluate the capture efficiency of three commonly recommended 

continuous-catch doors designs.  

Study Area and Methods
We evaluated the capture efficiency of saloon, root, and trainer 

door designs (Figure 2) on four study sites in central and southwest 

Alabama during summer of 2011. We used standard three-panel (16’x 

5’ livestock panel) corral traps throughout the study (Figure 3). We pre-

baited trap sites with whole kernel corn for approximately one week 

during which we used one motion-sensitive trail camera to determine 

the number of pigs and to identify individuals in the sounder (a family 

unit of pigs). Once the sounder size was determined and all individuals 

within the sounder were conditioned to entering a trap, we began our 

capture trial.  In the late afternoon, we set the trap to capture only a 

portion of a sounder by placing most of the bait near the triggering 

mechanism positioned a short distance inside the trap (Figure 3). We 

used this approach to ensure that several pigs of the sounder were not 

captured and thus left outside the trap after the door closed. Lastly, 

we placed two motion-sensitive trail cameras, one at the front and one 

at the side of each trap, to record the activity of the pigs remaining 

outside of the trap.

We checked the traps approximately 16 hours after setting. We 

photographed and identified all captured pigs by sex, age class (adult 

or juvenile), and markings to allow for cross-verification of individu-

als within a sounder. Then we released the pigs from the trap and 

removed the memory cards from the game cameras to upload the 

images to a computer. After the capture trial, we reviewed images to 

determine the number of pigs initially captured, number of pigs outside 

the trap when the door closed (number of pig opportunities), number 

of entry attempts (a pig making physical contact with the door), number 

of pigs entering through closed doors, amount of time spent around the 

trap by non-captured individuals, and the number of visits to the trap 

by non-captured pigs during the capture trial. We then tallied the data 

by door type to determine the relative capture efficiency of saloon, 

root, and trainer doors.

Figure 2. Saloon (A), root (B), and trainer (C) continuous-catch trap door designs evaluated in this study. All three doors function 
by hinged panels that allow pigs to enter after the door has shut, but not to exit. Saloon doors are the simplest design with two 
horizontally hinged panels (open in) with springs to close the door behind the pig after it enters. Root doors have three vertically 
hinged panels (open up) that when closed are slightly inset to potentially guide the pigs to the opening. Trainer doors are also made 
up of three vertically hinged panels. They are unique in that you may remove the stop at the bottom and allow pigs to enter and exit 
through the door (freely) so that they might become accustomed or "trained" to push open the closed door before setting the trap.

A B C
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Results
Overall, we observed a total of 239 unique individuals from 24 

sounders with a mean sounder size of nine individuals from more than 

40,000 game camera images. On average, we captured about 50% 

of each sounder during a capture trial. We obtained data from 37 

capture trials where pigs were captured and other pigs remained 

outside of the trap after the door closed. Of these capture trials, we 

observed 222 pig opportunities (individual pigs outside the trap after 

the door closed; saloon: n= 115, root: n= 55, trainer: n= 52). Pigs outside 

the trap on average made two visits per capture trial to traps with a 

mean time per visit of approximately one hour. We also observed an 

event where a pig opened a root door from inside the trap allowing it 

and three others to escape. Overall, we observed entry rates (entries 

through closed doors/pig opportunities) of 16.4% (n= 9), 0.9% (n= 1), and 

1.9% (n= 1) through closed root, saloon, and trainer doors, respectively.   

Discussion
Our purpose was to evaluate the ability of continuous-catch doors to 

capture additional wild pigs after the door closes. Considering the num-

ber of opportunities that pigs had to enter closed doors (n = 222) and 

the exceptionally low number of individuals that successfully entered (n = 

11), we conclude that continuous-catch doors were not effective at cap-

turing substantial numbers of additional pigs after the trap door initially 

closed (less than 5% of pig-opportunities overall). This is further supported 

by the extensive amount of time spent outside the trap and number of 

visits made by pigs after the door closed. Pigs averaged approximately 

one hour per visit and made two or more visits per trap night. Some indi-

viduals even bedded around the trap, staying there for most of the night. 

It was apparent that the pigs were motivated to enter the trap, but did 

not. Root doors did have a much greater capture rate (16%) than both  

saloon and trainer doors (less than 2%). However, capturing approxi-

mately 16% of the pigs remaining outside of the trap is marginal con-

sidering that when baited correctly, the majority of the individuals will 

already be inside the trap with only a few remaining outside.

This information is critical to wildlife managers, agricultural producers, 

and landowners, considering the difference in cost and construction 

of continuous-catch doors and single-catch doors as described above. 

Because the benefit of continuous-catch doors (capturing additional 

pigs) over single-catch doors was minimal in comparison to the differ-

ence in cost (more than $200), we recommend that landowners allo-

cate resources instead to additional traps and place greater emphasis 

on other technical aspects of trapping (e.g., proper bait placement, 

patience, minimizing negative stimuli, etc.) to maximize capture rates 

rather than a reliance upon continuous-catch doors.

Figure 3. Three-panel corral-style trap design used in the 
experiment. Traps were set to intentionally capture only part of the 
sounder by placing the bait and trigger (trip line) near the entrance 
of the trap to ensure that the first few individuals to enter would 
trigger the trap and the rest of the sounder would remain outside. 
Two motion-sensitive cameras were placed near the trap entrance 
and side to observe whether the individuals left outside of the trap 
entered the closed door during the capture trial.

“...wild pigs cause over $1.5  
billion/year in crop damage  

nationally and over $30  
million/year of forestry and  

agriculture damage in Alabama.”



A u b u r n  U n i v e r s i t y  J o u r n a l  o f  U n d e r g r a d uat e  S c h o l a r s h i p   Spring 2013

58 59

References
Choquenot, D., R. J . Kilgour, and B. S. Lukins. (1993). An evaluation of 
wild pig trapping. Wildlife Research 20:15–22.

Corn, J . L., D. E. Stallknecht, N. M. Mechlin, M. P. Luttrell, and J. R. 
Fischer. (2004). Persistence of pseudorabies virus in feral swine popula-
tions. Journal of Wildlife Diseases 40:307-310.

Cushman, J . H., T. A. Tierney, and J. M. Hinds. (2004). Variable effects 
of feral hog disturbances on native and exotic plants in a California 
grassland. Ecological Applications 14:1746-1756.

Davidson, W. R., (Ed). (2006). Wild swine. Field Manual of Wildlife 
Diseases in the Southeastern United States. Third edition. Southeastern 
Cooperative Wildlife Disease Study, Athens, GA.: 105-134.

Ditchkoff, S. S., and B. C. West. (2007). Ecology and management  
of feral hogs. Human-Wildlife Conflicts 1:149–151.

Engeman, R. M., H.T. Smith, R. G. Severson, M.A.M. Severson, S. A. Swift, 
B. Constantin, and D. Griffin. (2003a). Amount and economic valuation 
of feral hog damage to a unique basin marsh wetland in Florida. USDA 
National Wildlife Research Center - Staff Publications. Paper 217. http://
digitalcommons.unl.edu/icwdm_usdanwrc/217.

Engeman, R. M., H. T. Smith, S.A. Shwiff, B. Constantin, J . Woolward, M. 
Nelson, and D. Griffin. (2003b). Prevalence and economic value of feral 
swine damage to native habitat in three Florida state parks. Environmen-
tal Conservation 30:319-324.

Engeman, R. M., J . Wollard, H. T. Smith, J . Bourassa, B.U. Constantin, 
and D. Griffin. (2007). An extraordinary patch of feral hog damage in 
Florida before and after initiating hog removal. Human-Wildlife Conflicts  
1:271-275.

Hartin, R. E., M. R. Ryan, and T. A. Campbell. (2007). Distribution and 
disease prevalence of feral hogs in Missouri. Human-Wildlife Conflicts 
1:186–191.

Henry, V. G., and R. H. Conley. (1972). Fall foods of European wild hogs  
in the southern Appalachians. Journal of Wildlife Management  
36:854-860.

Ickes, K., S. J . DeWalt, S. C. Thomas. (2003). Resprouting of woody sap-
lings following stem snap by wild pigs in a Malaysian rain forest. Journal 
of Ecology 91:222-233.

Jolley, D. B. (2007). Reproduction and Herpetofauna Depredation of 
Feral Hogs at Fort Benning, Georgia. M. S. Thesis, School of Forestry 
and Wildlife Sciences, Auburn, Alabama, USA: Auburn University.

Kaller, M. D., and W. E. Kelso. (2006). Swine activity alters invertebrate 
and microbial communities in a coastal plain watershed. American 
Midland Naturalist 156:163-177.

Lipscomb, D. J . (1989). Impacts of feral hogs on longleaf pine regenera-
tion. Southern Journal of Applied Forestry 13:177-181.

Mayer, J . J ., E. A. Nelson, and L. D. Wike. (2000). Selective depredation 
of planted hardwood seedlings by wild pigs in a wetland restoration 
area. Ecological Engineering: 15:S79-S85.

Mengak, M. T. (2012). 2012 Georgia wild pig survey final report.  
University of Georgia Cooperative Extension Wildlife Management 
Series Publication: WMS-12-16.

Pimental, D. (2007). Environmental and economic costs of vertebrate 
species invasions into the United States, in G. W. Witmer, W. C. Pitt, and 
K. A. Fagerstone (Eds.), Managing Vertebrate Invasive Species: Pro-
ceedings of an International Symposium. Fort Collins, Colorado: USDA 
APHIS Wildlife Services, National Wildlife Research Center, 2-8.

Rollins, D., and J. P. Carroll. (2011). Impacts of predation on northern 
bobwhite and scaled quail. Wildlife Society Bulletin 29:39-51.

Williams, B. L., R . W. Holtfreter, S. S. Ditchkoff, and J. B. Grand. (2011a). 
Trap style influences wild pig behavior and trapping success. Journal of 
Wildlife Management 75:432–436.

Williams, B. L., R . W. Holtfreter, S. S. Ditchkoff, and J. B. Grand. (2011b). 
Efficiency of time-lapse intervals and simple baits for camera surveys of 
wild pigs. Journal of Wildlife Management: 75:655–659.

Wyckoff, A. C., S. E. Henke, T. A. Campbell, D. G. Hewitt, and K. C. Ver-
Cauteren. (2009). Feral swine contact with domestic swine: a serologic 
survey and assessment of potential for disease transmission. Journal of 
Wildlife Management 45:422-429.

Acknowledgments
This study was funded by the ALFA-Alabama Farmer’s Federation 
and the Auburn University Undergraduate Research Fellowship 
Program with in-kind contributions from USDA Wildlife Services.  

D. Beaty, C. Leikvold, V. Langley, and H. Young with USDA 
Wildlife Services provided substantial in-field support.  We thank 

K. Causey, J. Collet, J . Crowder, J. Hall, D. Harrell, P. Hollis, R. 
Pierce, F. Thomas, and the Upper State Game Sanctuary of the 
Alabama Department of Conservation and Natural Resources 

for property access and field support.



58 59

Abstract

To perform a comparative study of 
traditional and alternative fuel combustion, 
microdroplets of liquid fuels are injected 
into a laboratory-scale drop-tube furnace 
where their combustion is imaged at high 
speed and high magnification. This paper 
describes the development of a device that 
generates and ejects microdroplets of fuels 
of interest. The integral components of the 
droplet generator are a piezoelectric disc 
that bends when a voltage is applied to it 
and a small-diameter ejection nozzle. Various 
conditions, such as amplitude and frequency 
of the voltage signal, are controlled which in 
turn allows for control of droplet size in fluids 
with a wide range of rheological properties 
(e.g., viscosity, surface tension, and density). 
Studies were conducted to determine 
drop size ranges for a number of fluids. For 
glycerin, a fluid of particular interest for this 
study, the device was shown to produce 
droplets in the range of 200-400 µm. 
Preliminary images are presented showing 
combustion of microdroplets of glycerin 
ejected into the drop-tube furnace and 
cetane, which serves as a traditional  
fuel comparison.

Introduction

Due to the negative environmental impacts 
and costs of fossil fuels, various renewable 
alternative fuels and energy sources have 
been under study in recent decades. One 
possible alternative source of energy 
receiving consideration is glycerin. A 
byproduct from both the production of 
biodiesel and the saponification of vegetable 
oils, glycerin is a waste fuel which has been 
shown to be a viable energy source for use 
in modified diesel engines (Rattray, 2006; 
Nichols, 2011), swirl burners (Metzger, 
2007), etc. Due to the steady increase 
in production of biodiesel, by the end of 
this decade the amount of crude glycerin 

by-product is expected to increase to over 
400 million liters per year (Hao, et al., 2010).

In most liquid fuel systems, the fuel is 
atomized prior to undergoing combustion. 
This process facilitates vaporization of 
less volatile liquid fuels as combustion is a 
vapor-phase reaction process (Joyce, 1949). 
Previous studies on atomization sprays for 
combustion applications revealed that sprays 
have mean droplet sizes of 100-200 μm 
(Santoro, 1997; Nam and Alvarado, 2012). To 
understand the combustion of an atomization 
spray and how operating parameters affect 
combustion properties and effectiveness, 
our approach was to study the combustion of 
individual fuel microdroplets. To investigate 
and compare the combustion properties of 
glycerin to traditional fossil fuel components 
(e.g., iso-octane, cetane), visualizations were 
obtained of microdroplets for each liquid fuel 
undergoing combustion in a laboratory-scale 
drop-tube furnace. This paper presents 
the development of the liquid microdroplet 
generation and ejection system. 

There are several actuation methods, 
such as pneumatic, piezoelectric, thermal 
bubble, acoustic-wave, electrostatic, and 
others, which can produce microdroplets 
of consistent sizes (Gad-el-Hak, 2005). 
Piezoelectric actuation provides a reliable, 
cost-effective way to generate microdroplets 

in a “drop-on-demand” manner similar to that 
used in ink-jet printers. Previous research 
has demonstrated that microdroplets of 
50% aqueous glycerin were successfully 
generated by a piezoelectric droplet 
generator (Ulmke, et al., 2001). However, due 
to the high viscosity of glycerin, microdroplet 
ejection is often limited (Lee, 2002; Fan, et 
al., 2008). 

Experimental Methods 

The Droplet Ejector
The piezoelectric droplet ejector was primarily 
constructed according to research performed 
on a microdroplet generator used for filling 
liquid crystal display (LCD) micro-arrays 
(Fan, et al., 2008). This method included 
the fabrication of a glass ejection nozzle 
from which the microdroplets were ejected 
and the construction of the stainless steel 
body of the droplet ejector which housed 
the piezoelectric disk and contained the test 
liquid. A Teflon gasket at the base of this 
main body provided a secure attachment for 
the glass ejection nozzle. Figure 1a shows a 
diagram of the droplet ejector components. 
Figure 1b shows the disassembled droplet 
ejector. The test liquid was pumped at a 
constant flowrate through the liquid inlet by  
a KDScientific Model 210 syringe pump.

Generation of Liquid  
Fuel Microdroplets for 
Combustion Imaging

Stephen Giles, Vignesh Venkatasubramanian, Jingran Duan, Steve R. Duke

Figure 1a. Schematic of droplet ejector.	
	

Figure 1b. Disassembled droplet ejector.
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The piezoelectric component used was a disc 
bender from APC International, Ltd. The disc 
has a diameter of 27 mm, overall thickness of 
0.45 mm, and is composed of a single layer 
lead zirconate titanate (PZT) ceramic with an 
electrode on brass. To enable a voltage signal 
to be applied to the disc, a wire was soldered 
onto the central ceramic portion of the disc. 
When secured within the stainless steel 
body of the droplet ejector, a rubber O-ring 
provided a tight seal between the liquid 
reservoir and the piezoelectric disc.

The voltage signal, which is responsible for 
bending the piezoelectric disc, originates 
from a BK Precision 5 MHz function 
generator, Model 4011. The waveform was 
then sent through a Tegam Model 2340 
high-voltage amplifier, with a gain of ×50. 
The amplified voltage signal was transferred 
to the piezoelectric disc via an alligator clip 
connection. The voltage signal was monitored 
with a BK Precision 20 MHz oscilloscope, 
Model 2120B.

Imaging Equipment and Analysis
To image the microdroplets, a Cooke PCO 
1200 HS 10-bit CMOS camera was used 
with a Nikon AF-S Micro Nikkor 105 mm 
lens. To aid in the image capture of the 
microdroplets, a Monarch Nova-Strobe 
stroboscope was used along with a light 
dispersion panel. After recording images via 
the PCO software, the images were analyzed 

via ImageJ, a Java image analysis software. 
Because the PCO camera is capable of 
high-speed imaging, multiple images of 
the same microdroplet were recorded. The 
diameter of a microdroplet was estimated 
by taking the average of the measurements 
obtained for the microdroplet in each image in 
which it appeared. 

Pendant Droplet Combustion Studies
The laboratory-scale drop-tube furnace 
environment allows for the study of a 
free-falling droplet in a dynamic environment, 
often referred to as the “falling drop 
technique” for combustion studies (Bolt, 
1955). The drop-tube furnace used in these 
studies was developed by the Duke research 
group and has been used for studies with 
alternative solid fuels (Huang, 2010). Slight 
modifications were made to the fuel injection 
portion of the furnace apparatus in order to 
better accommodate the study of liquid fuels. 
The injection nozzle which was developed 
for use with liquid fuels is shown in Figure 
2a. Microdroplets successfully being ejected 
from the nozzle are shown in Figure 2b. For 
the combustion experiments, the furnace 
was heated to 900 °C. This temperature was 
chosen because it is a common operating 
temperature for the pre-heaters of kilns 
in cement manufacturing (Huang, 2010; 
Karstensen, 2010). Visualization can be 
obtained for pendant droplet combustion 

occurring in the drop-tube furnace 
environment. We are currently working on 
obtaining similar combustion images for  
falling microdroplets.

Experimental Results

Microdroplet Characteristics
It was hypothesized that drop diameter, drop 
consistency, and other important microdroplet 
characteristics would be strong functions 
of the voltage applied to the piezoelectric 
disc bender. In Figure 3, drop diameter is 
plotted as a function of voltage for several 
aqueous solutions of glycerin. The lowest 
concentration of glycerin, a 50% aqueous 
solution, consistently exhibited the largest 
droplet diameters. The explanation for this 
result is primarily that water has a higher 
surface tension than glycerin. In general, 
higher surface tension will tend to cause 
larger microdroplets to be formed. However, 
other important rheological differences 
between water and glycerin (viscosity, density, 
etc.) and the effects of operating at higher 
voltages will cause drop diameter to vary 
non-linearly over the range of voltage driving 
forces. It is seen from Figure 3 that the largest 
drop diameter occurs at the condition of 37.5 
V. Under conditions of high voltage (i.e., ≥ 50 
V), it was observed that monodisperse droplet 
ejection often ceases. Instead, the ejector 
forms microdroplets in an unstable manner. 
In this unsteady operating mode, the ejector 

Figure 2a. Liquid fuel injection nozzle. Figure 2b. 50% aqueous glycerin microdroplets being falling 
through the injection nozzle. Operating conditions: 55 V, 
3.0 Hz, constant glycerin flowrate of 0.01 μL/min – images 
captured at 143 frames per second.
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Figure 4a. Combustion of 70% aqueous 
glycerin pendant droplet at 900 °C. 
 
 
 
 
 
 
 
 
 
 

Figure 4b. Combustion of cetane pendant 
droplet at 800 °C.

tends to spray multiple microdroplets instead 
of ejecting a single microdroplet with each 
voltage pulse. The images and measurements 
for multi-drop ejections showed a decrease 
in average diameters; however, a larger total 
volume of microdroplets were ejected. For 
each voltage tested, 60 microdroplets were 
imaged to determine the average microdroplet 
diameter for that particular voltage.

Combustion in Furnace Environment
Figure 4a shows an image obtained for the 
combustion of a 70% aqueous glycerin 
pendant droplet at a furnace setting of 
900 °C. Similarly, Figure 4b depicts the 
combustion of a cetane pendant droplet at 
800 °C. Combustion experiments for cetane 
were performed at a lower temperature in 
order to delay combustion from occurring until 
the cetane droplet entered the furnace. While 
the visualization studies are still in preliminary 
stages of development, the expected 
differences between the combustion of 
glycerin and cetane can be qualitatively 
observed. At a furnace operating temperature 
of 100 °C less than the temperature used 
to combust 70% glycerin, cetane exhibits 
a comparatively more vigorous combustion 
both in terms of brightness of flame and time 
required to combust. This difference  
is mainly attributable to the comparatively 
lower volatility and higher flash point 

temperature of glycerin. The images reveal 
the potential of combustion visualization to 
understand fuel performance and studies 
of free-falling microdroplets of liquid fuels 
produced with the ejector described in this 
paper are underway.

Conclusions

A piezoelectric droplet ejector for generating 
microdroplets of liquid fuels was developed 
and was capable of producing microdroplets 
on demand for fuels with various rheological 
properties. The diameters for glycerin 
microdroplets were shown to range from 
200 to 400 μm in diameter. Microdroplet 
diameter increased with voltage under 
stable, monodisperse droplet ejection. 
At high voltages applied to the droplet 
ejector, multiple microdroplets were ejected. 
Combustion images for pendant droplets 
in a drop-tube furnace show that cetane 
undergoes more vigorous combustion than 
glycerin. For future work, our research  
group will be using the visualization  
methods to estimate temperature  
distributions and dynamics for the  
fuels undergoing combustion.

Figure 3. Microdroplet diameter measurements of 50%, 60%, and 70% aqueous 
glycerin at various voltages. A voltage frequency of 3.5 Hz, and a flowrate of 10 
μL/min were used. Sixty droplets were imaged for each voltage to determine the 
average diameter.
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attend graduate school to pursue her Master’s degree 
and eventually her Ph.D. She has many goals for the 
future, some of which include traveling, researching, 
and possibly working in education. 

Stephen Giles
Senior in Chemical Engineering, Department  
of Chemical Engineering 

Stephen is currently writing an undergraduate 
Honors thesis which explores combustion 
properties of alternative liquid fuel microdroplets. 
Stephen is also working on the use of cellulose 
nanocrystal thin films for next-generation, low-cost 
microelectromechanical systems. He is a 2011-
2012 Auburn University Undergraduate Research 
Fellow, a 2012 National Science Foundation 
Research Experiences for Undergraduates Fellow 
at Clemson University, and won 2nd place for a 
poster presentation at the 2012 American Institute 
of Chemical Engineers National Conference. 
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Trenton Smith
Recent Graduate in Wildlife Sciences, School  
of Forestry and Wildlife Sciences

Trent has had a passion for the outdoors and 
wildlife since he was a young child. He knew  
before he arrived at Auburn University that 
he wanted to study wildlife and manage their 
populations and habitats for the good of the public 
and the ecosystem. Therefore, Trent jumped at the 
opportunity to perform undergraduate research  
with Dr. Mark Smith and Dana Johnson studying 
wild pig trapping methods. He is grateful for this 
experience and for the doors it has opened up for 
him. Trent is currently in graduate school at the 
University of Missouri researching elk resource 
selection and food habits. After receiving his 
Master’s degree, he hopes to pursue a career as 
a wildlife biologist conducting and implementing 
research for wildlife conservation.

Jacob Neil Wadkins
Senior in Biosystems Engineering, Department  
of Biosystems Engineering

Jacob became interested in renewable energy 
technologies and research after taking Dr. 
Fasina’s Renewable Energy in Biosystems 
Process Operations course. This course led him 
to his research of biomass gasification and more 
specifically the methods by which the process may 
be optimized by inducing reliable flow of biomass 
materials from holding and storage containers. 
After graduating in May 2013, Jacob’s immediate 
goal is to obtain a position associated with 
renewable energy, and he is contemplating further 
education and research at graduate school.

 
Kimberly Roberts
Senior in Animal Sciences/Pre-veterinary, 
Department of Animal Sciences

Kimberly is currently writing her undergraduate 
Honors thesis centered on her research on 
neonatal uterine development in pigs. She has 
participated in the AU Cellular and Molecular 
Biosciences Undergraduate Summer Research 
Scholars program, and won Best Undergraduate 
Poster at the 2012 AU Phi Zeta Research 
Emphasis Day. In addition to her research, she 
spent one month studying abroad in Belize, 
and is an Undergraduate Teaching Assistant 
for Anatomy and Physiology labs.  Kimberly 
is looking forward to pursuing joint degrees 
in Veterinary Medicine and Public Health this 
coming year.

William McGinnis
Senior in Mechanical Engineering, Department 
of Mechanical Engineering

Having raced extensively as an elite cyclist, 
Will McGinnis found cycling to be a natural 
application for his work. He seeks to use 
commonly available equipment to estimate 
dynamic parameters of cyclists. Extensions 
of this work have led to his development of 
commercial software and the application of 
these techniques to automobiles. He plans to 
attend graduate school after graduating in 2013. 
He is interested in developing a comprehensive 
model for enhancement of artificial joints.

William Grant Kirkland
Senior in Mechanical Engineering, Department  
of Mechanical Engineering

Grant is currently serving as president of the 
Mechanical Engineering Honor Society and the 
Society of Tribology and Lubrication Engineers. 
He will graduate in spring 2013 with a Bachelor’s 
degree in Mechanical Engineering and a minor 
in Nuclear Power Generation Systems. In the 
fall, he plans to pursue a Master’s degree with a 
focus on dynamic systems and control theory at 
Auburn University.
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is currently accepting scholarly articles for its third issue in Spring 2014.

AUJUS is a refereed journal that showcases the top research and scholarly 

accomplishments of Auburn University undergraduate students.

Details at www.auburn.edu/undgres/aujus.html
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